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Turbulence modeling has played important roles in solving engineering problems. However, with the development of aero-
space technology, turbulence modeling faces new challenges. How to further improve turbulence modeling for su-
per/hypersonic flows is an urgent problem. Through analyzing a set of data resulting from DNS and experiments, it is found 
that some most popular models suffer from essential flaws, and can be hardly improved following the traditional mode of 
thinking. On the contrary, the BL model, which is one of the simplest and widely-used models, can be further improved. In this 
paper, through analyzing results from DNS data, the main cause of the inaccuracy in applying the BL model to supersonic and 
hypersonic turbulent boundary layers is found to have resulted from the mismatch between the location of the matching point 
of the inner and outer layers of the BL model determined by the conventional way and those given by DNS. Improvement on 
this point, as well as other improvements is proposed. Its effectiveness is verified through the comparison with DNS results. 
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Currently, turbulence modeling is the only tool for engi-
neering computation of turbulent flows. Of the many dif-
ferent turbulence models, the most popular ones are those 
using the concept of eddy viscosity [1–5]. Each model has 
quite a number of adjustable parameters to be determined 
by comparing them with experimental results. The adjusta-
ble parameters are usually determined for incompressible 
flows, and do not bear universality. Hence when the model 
is applied to super/hypersonic turbulent flows, the results 
are often unsatisfactory. How to make them fit the require-
ment for super/hypersonic flows is an unsolved problem [6]. 

The k- and k- models are the most popular two-equa- 
tion models using the concept of eddy viscosity. Through 
the application and constant modification for years, for in-
compressible turbulent flows, they can provide reasonable 

results, at least for simple incompressible flows. If the mod-
el can be further improved, the question for many turbu-
lence researchers is how. On page 134 of ref. [7], Wilcox 
provided the results for an incompressible turbulent channel 
flow, computed by the k- model. It shows that the distri-
bution of the turbulent kinetic energy k is more or less cor-
rect qualitatively compared to experiment results, while the 
distribution of the dissipation  is incorrect even qualita-
tively in the near wall region. However, the model can still 
yield reasonable distribution of the eddy viscosity coeffi-
cient in this case, which certainly contributed to adjustable 
parameters rather than the correctness of the concept in-
volved. On the other hand, Figure 1 shows the distribution 
of the eddy viscosity coefficient (the unfilled circles) for 
Mach 2.25 turbulent boundary layer on a flat plate, derived 
by Li et al. [8] from their DNS. Shown also in the figure is 
the eddy viscosity coefficient computed by the standard  
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Figure 1  Eddy viscosity coefficient. 

formula of k- model (the solid line), but instead with k and 
 obtained from their respective equations as in the model, 
given directly by DNS data. What astonished us is that they 
are different from each other not only quantitatively, as one 
would expect, but also qualitatively. This suggests that the 
original idea of the model that the eddy viscosity coefficient 
T is proportional to k2/, based purely on dimensional 
analysis, is incorrect. The reason might be that in different 
regions of the boundary layer, the dynamics might be dif-
ferent. In the wall region, there exist coherent structures, 
while in the outer region, the turbulent structures are weaker 
and with different scales. Therefore, it is hopeless to further 
improve the model rationally under the original formulation. 
The only practical way is by adding more adjustable param-
eters to the model. For example, let T be proportional to 
k2/, but the coefficient of proportion is not a constant but a 
function of y, the normal coordinate. 

On the contrary, although those simple models, such as 
BL model [1], do not appear to be so sophisticated as the 
two equation model, they can be further improved by simple 
reasoning. 

The basic idea of the BL model is that the boundary layer 
can be divided into two regions, namely, the inner layer and 
the outer layer, and the distribution of the eddy viscosity 
coefficient in these two regions can be obtained respectively 
by simple reasoning. Figure 2 is the near-wall-law of the 
mean stream-wise velocity of a turbulent boundary layer, 
cited from page 45 of ref. [7], and clearly the velocity pro-
file has three distinct regions in the normal direction. The 
Sublayer and the Log Layer belong to the inner layer, for 
which the eddy viscosity coefficient is given by the mixing 
length theory in BL model. The Defect Layer belongs to the 
outer layer, for which the eddy viscosity is given by an em-
pirical wake flow function in the model. Point C in the fig-
ure is the upper bound of the Log Layer, which is the upper 
limit of the region, in which the mixing length theory ap-
plies; while point D is the intersection of the Sublayer and 
the Log Layer. The idea of dividing the boundary layer into 
two regions has clear physical meaning, as stated above, i.e.  

 

Figure 2  Near-wall-law of the mean profile. 

they have different dynamics. For incompressible turbulent 
boundary layers, if normalized by the viscous length, the 
normal coordinate of the dividing point C of the two regions 
is more or less a constant, nearly 100, irrespective of what is 
the Reynolds number of the boundary layer. For the com-
pressible turbulent boundary layer, this is also true, at least 
within a certain range of Reynolds and Mach numbers, as 
confirmed by our DNS. While on the other hand, the total 
thickness of the boundary layer, also measured by viscous 
length, depends on both the Mach number and the Reynolds 
number. 

Though the model is simple and widely used, the accu-
racy of the result from the model is not high enough. In 
Baldwin and Lomax’s paper [1], many examples of applica-
tion, including different types of turbulent flows, were listed. 
However, examining their first example carefully, namely, 
the turbulent boundary layer on flat plates with Mach 1.5 
and 2.85, one would find that the resulting skin friction co-
efficient and the momentum thickness of the boundary layer 
are not accurate enough, differing from the experimental 
data up to about 20%.  

Based on the DNS data, Dong and Zhou [9] examined 
the accuracy of the BL model as applied to super/hyper- 
sonic turbulent boundary layers. It was found that the aero-
thermal quantities at the wall and the mean flow profiles 
yielded by applying the model did have certain discrepan-
cies in comparison with the DNS results. Accordingly, they 
proposed a modification on the turbulent Prandtl number, 
which yielded positive result on improving the accuracy of 
aerothermal quantities [10]. But in that paper, the improve-
ment on eddy viscosity coefficient was not considered, and 
consequently, the mean flow profiles still had obvious dif-
ferences compared with the DNS results. 

The key issue found affecting the accuracy of the result 
in applying the BL model to super/hypersonic turbulent 
boundary layer is the location of point C, dividing the inner 
layer and the outer layer, as shown in figure 2. Although the 
mixing length theory is only a phenomenological theory, it 
has stood many tests. It can be well applied to compute the 
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inner layer of wall bounded turbulent flows, including the 
whole Log Layer. Based on experiments, Escudier [11] 
pointed that the normal coordinate of point C should not 
exceed 0.09, where  is the nominal boundary layer thick-
ness. However, recently, more DNS for super/hypersonic 
turbulent boundary layers studies found the above conclu-
sion untrue for super/hypersonic turbulent boundary layers. 
Thus, the first task of this paper is to offer a method to de-
termine the location of point C, dividing the inner and outer 
layers. 

Another important issue is that for super/hypersonic tur-
bulent boundary layers, unlike those incompressible flows, 
the wall temperature condition also plays an important role, 
that is, even the Mach number and Reynolds number being 
the same, the mean flow profile can be significantly differ-
ent under different wall temperature conditions. Duan et al. 
[12] performed DNS for turbulent boundary layers with the 
same Mach number under 5 different wall temperature con-
ditions, from which one can find that the distance from the 
wall to point D in Figure 2 depends on the wall temperature 
condition. The lower the wall temperature is, the larger the 
distance is. This factor will also be considered for the im-
provement of BL model. 

Furthermore, in the case of cold wall, the turbulent 
Prandtl number should be modified in the near wall region, 
as suggested in ref. [10], but a minor change will be sug-
gested. 

1  The location of the dividing point of inner 
and outer layers in turbulent boundary layers 

Based on the DNS data of turbulent boundary layer in refs. 
[10,12–18], the normal distance of the dividing point of 

inner and outer layers under different Reynolds number and 
Mach number are listed in table 1, including turbulent 
boundary layers on both flat plates and cones. The Mach 
number ranges from 2.5 to 6.0, and the Reynolds number 
Re, based on momentum thickness, are all several thou-
sands except Case 14. Tw/Taw is the ratio of the wall temper-
ature and the adiabatic temperature. If Tw/Taw =1, it is adia-
batic wall; if Tw/Taw >1, it is hot wall; otherwise it is cold 
wall. yc/yδ is the ratio of the distance of the dividing point 
from the wall and the nominal boundary layer thickness. 

It has been mentioned above that the inner layer of a 
turbulent boundary layer, in which mixing length theory 
works, is the region where large scale coherent structures 
exist. Tsujimoto and Miyake [19] found, through DNS of an 
incompressible turbulent channel flow, that if the computa-
tional region was limited to a region close to the wall, and 
the normal velocity at the upper boundary was set to be zero, 
implying that there is no momentum exchange between that 
wall region and the outer region, and the characteristics of 
turbulence, including the characteristics of the coherent 
structures remain unchanged even when the distance of the 
upper boundary from the wall is only 100 wall unit. This is 
just the extent of the inner layer of a turbulent boundary 
layer. The filled circles in Figure 3 give the relationship 
between cy  and Reθ for Cases 10–14, corresponding to 

boundary layers on a flat plate with Mach 6 and adiabatic 
wall. It can be seen that although the Reynolds number var-
ies greatly, hence also the boundary layer thickness y

 , 

cy  clustered around the value 100. 

Generally speaking, the boundary layer thickness, scaled by 
viscous length, increases as the Reynolds number increases, 
and decreases as the Mach number increases, as shown by 
the filled square symbols in Figure 3. 

Table 1  The location of the intersection in different cases 

No. Object and ref. Mach umber Reθ Tw/Taw yc/y
 

1 Cone, [10] 2.5 2300 1 0.25 

2 Flat plate, [13] 2.5 4000 1 0.24 

3 Flat plate, [14] 2.9 2344 1.14 0.28 

4 Flat plate, [15] 3.0 3000 1 0.29 

5 Cone, [10] 3.5 5400 1 0.31 

6 Cone,[10] 4.5 3200 1 0.365 

7 Flat plate, [15] 4.5 3000 1 0.37 

8 Flat plate, [12] 5.0 4840.5 1 0.37 

9 Flat plate, [16] 5.0 6225 1 0.357 

10 Cone, [10] 6.0 3500 1 0.40 

11 Flat plate, [17] 6.0 2560 1 0.415 

12 Flat plate, [16] 6.0 8433 1 0.357 

13 Flat plate, [15] 6.0 3000 1 0.407 

14 Flat plate, [18] 6.0 109500 1 0.181 

15 Cone, [10] 6.0 3500 0.74 0.41 

16 Cone, [10] 6.0 2760 0.61 0.42 

17 Cone, [10] 6.0 3100 0.50 0.43 

 



1892 Dong M, et al.   Sci China Phys Mech Astron   October (2011)  Vol. 54  No. 10 

Based on all the data in table 1, the ratio yc/yas a func-
tion of Reθ and Ma can be expressed as: 

 
/ ( 0.65exp( 0.4 ) 0.32)exp( 0.00005 )

              0.18.
cy y M Re     


 
(1)

 

The curved surface, determined by the equation in space 
M-Re-yc/y, is shown in Figure 4. The filled square sym-
bols in the figure represent the data in Table 1. As can be 
seen, they all stand almost exactly on the curved surface. 
Therefore, in turbulence modeling, one can use eq. (1) to 
determine in advance the dividing point of the inner layer 
and the outer layer. 

2  Method for improving the model 

Based on the discussions above, the BL model should be 
modified in 3 aspects, when applied to super/hypersonic 
turbulent boundary layers. 

2.1  Modification I: on the location of the dividing point 
of inner and outer layers 

In BL model, based on the mixing length theory, the eddy 

 

Figure 3  Distribution of cy  and y
 . 

 

Figure 4  Curved surface by eq. (1). 

viscosity coefficient in the inner layer is expressed as: 

 2
mix ,  


T

U
l

y
 (2) 

where , U are the mean density and mean stream-wise ve-
locity, respectively, y the normal coordinate, and lmix the 
mixing length, which is expressed as: 

 mix [1 exp( / )],l y y A      (3) 

where  is Karman constant, usually set to be 0.4; y+ the 
viscous length, and A+=26. 

For the outer layer, the eddy viscosity coefficient is 
computed by a wake flow function. 

In the conventional formulation, the dividing point of 
inner and outer layers is determined by the condition that 
the eddy viscosity coefficient of the inner layer matches 
those of the outer layer. However, the location of the divid-
ing point so determined is too close to the wall compared 
with those given in Table 1. This is exactly the main reason 
for the inaccurate mean velocity profile given by BL model 
when applied to super/hypersonic turbulent boundary lay-
ers. 

As stated above, the location of the dividing point of the 
inner and outer layers can be determined by using eq. (1), 
but then the wake flow function cannot be used in the outer 
layer. Otherwise the eddy viscosity coefficient will not be 
continuous at the dividing point. In fact, the variation of 
mixing length in the outer layer is not large, owing to the 
fact that the influence of the wall is not appreciable there. 
The implication is that there is no dominant mechanism of 
momentum transfer as in the inner layer, where the coherent 
structures dominate. Hence in the outer layer, we can set the 
mixing length to be a constant lmix0, namely  

 mix mix0 .l l  (4) 

This idea is not totally new, already mentioned elsewhere. 
Of course, there must be some error involved in this as-
sumption, but as the gradient of the mean velocity in the 
outer layer is small, the total error in Reynolds stress there 
must also be small. To make the eddy viscosity coefficient 
continuous at the dividing point of the inner and outer layers, 
we should compute lmix0 by eq. (3) at the dividing point, 
namely mix0 [1 exp( / )],c cl y y A      where yc is the 

normal distance of the diving point from the wall. 
Therefore, the new formulation is that the eddy viscosity 

coefficient in both inner and outer layers is determined by 
mixing the length theory as in eq. (2), but in the inner layer, 
the mixing length is determined by eq. (3), while in the out-
er layer, it is determined by eq. (4); and the dividing point is 
determined by eq. (1). 

2.2  Modification II: near wall modification for wall 
temperature condition 

Besides the Mach number and Reynolds number, the wall 
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temperature condition is another factor affecting the char-
acteristics of the compressible turbulent flows in the near 
wall region, especially for the hypersonic flows. As can be 
seen from the test cases below, for super/hypersonic turbu-
lent boundary layers with adiabatic wall, Modification I 
alone is enough to yield satisfactory results. However, for 
isothermal cases, especially for the cold wall cases, Modifi-
cation I alone is not enough, and a certain error still remains. 
While for most real flight cases, the wall temperature is 
lower than the corresponding adiabatic temperature, hence 
further modification is necessary. 

As mentioned before, Duan et al.’s DNS [12] indicates 
that the effect of wall temperature condition manifests itself 
in the change of the thickness of the Sublayer in Figure 2. 
As the wall temperature goes down, the thickness of the 
Sublayer increases, implying that the region in which the 
Reynolds stress can be neglected compared to the viscous 
stress is enlarged, or equivalently, the eddy viscosity coeffi-
cient decreases in the near wall region, so is the mixing 
length determined by eq. (2). 

Hence the modification can be done by modifying the 
constant A+ in eq. (3). The principle is, for adiabatic wall, A+ 
keeps almost the original value 26; for cold wall, A+ should 
be larger than 26, and the lower the wall temperature is, the 
larger A+ should be. From the DNs results, it is found that 
A+ can be expressed as: 

 
0.6

0

w

26 ,
T

A
T

  
  

 
 (5) 

where, 2
0 1 ( 1) / 2,  T M  representing the total tem-

perature of the oncoming flow, which is usually close to the 
adiabatic wall temperature,  is the specific heat ratio, and 
Tw, the given wall temperature. 

Since A+ appears in exponential function in eq. (3), and 
the dividing point of inner and outer layers is located nearly 
at the place y+=100, the effect of the modification on A+ is 
mostly manifested only in the near wall region. 

2.3  Modification III: modification on the Prandtl 
number for aerothermal computations 

Modifications I and II are both for the modification of the 
eddy viscosity coefficient, resulting in the improvement of 
the mean velocity profile. However, for super/hypersonic 
boundary layers, aerothermal parameters are also important. 
Dong and Zhou [10] proposed a method for the modifica-
tion of turbulent Prandtl number, which did improve the 
accuracy for the computation of aerothemal parameters. 

The proposed modification on the turbulent Prandtl 
number is to let the eddy heat conductivity be expressed as 

 
,max

1
,

max[ ( / ),1] 0.9
p

T T
t t

c
k

k k



  (6) 

where cp is the specific heat at constant pressure, 
1.8

,max/ 1 1 15(1 exp( / 7)) /t tk k y y       is the normal-

ized turbulent kinetic energy, the parameter =(T0Tw)/b+1, 
and b is an adjustable parameter, equal to 3.9 as suggested 
by then. 

When the above modification was proposed, there were 
no modifications on the eddy viscosity coefficient. The re-
sult was, in spite of the improved accuracy of thermal pa-
rameters, the mean velocity profile and the wall friction 
coefficient remained inaccurate. Now, in this paper, modi-
fications on the eddy viscosity coefficient are proposed, so 
T in eq. (6) is modified. Consequently, parameter b has to 
be readjusted. According to the DNS data referred in this 
paper, b should be changed to be 8.0, while the form of eq. 
(6) keeps unchanged. 

Notice that the above modification is aimed at cold wall. 
For adiabatic and hot walls,  1, so / 0.9,T p Tk c   re-

mains the form for constant-turbulent-Prandtl-number, 
which is set to be 0.9. 

3  Test cases 

In the following, several test cases are shown, in which the 
results of applying the BL model to super/hypersonic tur-
bulent boundary layers both with and without the above 
modifications are compared with the DNS data, so to verify 
the validity of the modification. 

The normal mesh size for BL model is the same as for 
DNS, so to avoid the effect of mesh size. The stream-wise 
grid spacing is 10–20 times of those for DNS. 

The inlet condition for the BL model is derived from 
DNS data. The wall and upper bound conditions are the 
same as for DNS, and the extrapolation method is used as 
the outflow condition. 

The high accuracy schemes are used, namely, the 5th or-
der upwind compact difference scheme is used for the non-
linear term, the 6th order center compact difference scheme 
is used for the viscous term, and the 2nd order Runge-Kutta 
method is used for time advancing. 

3.1  Adiabatic turbulent boundary layer 

For the case of adiabatic wall, Modifications II and III have 
very little effect on the result of computation, but Modifica-
tion I does have an appreciable effect. 

The comparisons for Cases 1,3,5,6,10,11 and 14 of Table 
1 are shown in Figure 5 to Figure 11 where the curves 
marked ‘DNS’ are DNS results, curves marked ‘BL’ are 
results computed by the original BL model, and curves 
marked ‘modify’ are results computed by the model with 
only Modification I. The cases mentioned above are all ad-
iabatic cases except Case 3, whose wall temperature is only 
a little higher than the adiabatic wall temperature, and its 



1894 Dong M, et al.   Sci China Phys Mech Astron   October (2011)  Vol. 54  No. 10 

results are almost not influenced by Modifications II and III. 
Therefore, these test cases can be used to verify Modifica-
tion I. In addition, Case 3 is a boundary layer flow along a 
compression corner. Those shown in the figure correspond 
to the flow before the recirculation zone at the corner, so it 
is essentially a boundary layer flow on a flat plate. 

The normal coordinates are all measured in terms of the 
nominal boundary layer thickness , and T is the eddy vis-
cosity coefficient. It can be seen that the dividing point of 
inner and outer layers computed by the original BL model is 
too close to the wall compared with the DNS results, while 
the results computed by the modified model are very close 

to the DNS results. And the mean velocity profile, mean 
temperature profile, as well as the skin friction coefficient 
are all greatly improved by the modification.  

The conclusion is that for super/hypersonic turbulent 
boundary layers with adiabatic wall, modification I alone is 
sufficient to improve the result both on the mean velocity 
and temperature. 

3.2  Isothermal turbulent boundary layer 

Now consider cases (15–17) in which the wall temperature 
is different from the adiabatic wall temperature. Similar 

 

Figure 5  Case 1: Mach 2.5 turbulent boundary layer on a cone with adiabatic wall. (a) Eddy viscosity coefficient; (b) mean stream-wise velocity. 

 

Figure 6  Case 3: Mach 2.9 turbulent boundary layer on a flat plate with nearly adiabatic wall. (a) Mean stream-wise velocity; (b) mean temperature. 

 

Figure 7  Case 5: Mach 3.5 turbulent boundary layer on a cone with adiabatic wall. (a) Eddy viscosity coefficient; (b) mean stream-wise velocity. 
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Figure 8  Case 6: Mach 4.5 turbulent boundary layer on a cone with adiabatic wall. (a) Skin friction coefficient; (b) eddy viscosity coefficient; (c) mean 
stream-wise velocity; (d) mean temperature. 

 

Figure 9  Case 10: Mach 6 turbulent boundary layer on a cone with adiabatic wall. (a) Skin friction coefficient; (b) eddy viscosity coefficient; (c) mean 
stream-wise velocity; (d) mean temperature. 

comparisons are shown from Figure 12 to Figure 14. The 
oncoming Mach numbers are all 6, and the wall tempera-
tures are 5.5, 4.5 and 3.72 times of the oncoming tempera-
ture respectively, or 0.74, 0.61 and 0.50 times of the adia-

batic temperature, respectively. 
Curves labeled with DNS are results from DNS, those 

labeled with BL are results from the original BL model, 
those labeled with modify1 are results of BL model with  
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Figure 10  Case 11: Mach 6 turbulent boundary layer on a flat plate with adiabatic wall. (a) Skin friction coefficient; (b) eddy viscosity coefficient; (c) 
mean stream-wise velocity; (d) mean temperature. 

 

Figure 11  Case 14: Mach 6 turbulent boundary layer on a flat plate with adiabatic wall. (a) Skin friction coefficient; (b) mean stream-wise velocity. 

only modification I, and those labeled with modify2 are 
results from BL model with both modifications I and II, 
while those labeled with modify3 are results from BL model 
with all three modifications.  

It can be seen that the original BL model yields neither 
correct skin friction coefficient Cf nor the overall shape of 
the mean velocity profiles. With modification I, the overall 
shape of the mean velocity profile becomes much closer to 
the result from DNS, but the skin friction coefficient does 
not. Then with near wall Modification II, the latter is also 
greatly improved. Modification III is mainly for heat pa-
rameters, so with little effect on the result of mean velocity 
profile and skin friction coefficient. 

For thermal parameters, the original BL model yields 
neither correct heat flux at the wall nor the overall mean 
temperature profile. With Modification I, the overall mean 
temperature profile seems to have been greatly improved, 

but in the near wall region, it is not so, in that the heat flux 
qw does not agree with the DNS result. Adding Modification 
II does not solve this problem either; only with all the three 
modifications, the results become satisfactory. From the 
smaller figures in the upper parts of (e) and (f) in Figures 
12–14, one can clearly see the effect of different modifica-
tions in the near wall region, manifested in the improvement 
on the distributions of eddy viscosity coefficient and eddy 
heat conductivity coefficient in the near wall region, hence 
the improvement on the skin friction coefficient and heat 
flux at the wall. 

4  Conclusions 

(1) For k- and k- models, the expressions for the eddy 
viscosity coefficient, based purely on dimensional analysis,  
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Figure 12  Case 15: turbulent boundary layer on a cone with Mach 6 and Tw/Taw=0.74. (a) Skin friction coefficient; (b) skin heat flux; (c) mean stream-wise 
velocity; (d) mean temperature; (e) eddy viscosity coefficient; (f) eddy heat conductivity. 

 

Figure 13  Case 16: turbulent boundary layer on a cone with Mach 6 and Tw/Taw=0.61. (a) Skin friction coefficient; (b) skin heat flux; (c) mean stream-wise 
velocity; (d) mean temperature; (e) eddy viscosity coefficient; (f) eddy heat conductivity. 

are incorrect. Further improvement is hard, except adding 
more adjustable parameters. 

(2) For super/hypersonic turbulent boundary layers, the 
mean velocity profile and skin friction coefficients obtained 
by applying the BL model are inaccurate. The main problem 

manifests itself in that the location of the dividing point of 
inner and outer layers of the boundary layer, determined by 
the condition set in the BL model, is too close to the wall. In 
this paper, an empirical formula for determining the loca-
tion of that dividing point has been proposed, based on re- 
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Figure 14  Case 17: turbulent boundary layer on a cone with Mach 6 and Tw/Taw=0.50. (a) Skin friction coefficient; (b) skin heat flux; (c) mean stream-wise 
velocity; (d) mean temperature; (e) eddy viscosity coefficient; (f) eddy heat conductivity. 

sults of a set of DNS for super/hypersonic turbulent bound-
ary layers. A new method for the determination of the eddy 
viscosity coefficient in the outer layer of the boundary layer 
is correspondingly proposed. 

(3) For super/hypersonic turbulent boundary layers with 
cold wall, the method of modifying the eddy viscosity coef-
ficient in the near wall region is investigated. Also, a slight 
modification on the method of modifying the turbulent 
Prandtl number proposed in ref. [10], is proposed. 

(4) The effectiveness of the modifications is tested by 
comparison with the results obtained by DND, including 7 
cases with adiabatic or nearly adiabatic wall, and 3 cases 
with isothermal wall conditions. The result is satisfactory. 
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