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A shock-expansion tube (SET) is one of the major ground test facilities to generate really high-enthalpy
and hypervelocity test flows. However, the strong shock wave may give rise to chemically non-equilib-
rium characteristic flow feature in a SET. In addition, the test time duration of a SET is extremely short
which leads to difficulties in measurements and flow diagnostics. It is therefore appropriate to consider
employing CFD approach, coupled with available experimental data, to determine the characteristic of
the test flow in a SET. The dispersion-controlled dissipative scheme (DCD) is used for our simulation of
chemically non-equilibrium flows associated with a SET. In this paper, the several numerical issues which
occur in the computational investigation of the test flow in our SET facility are discussed. A new flux split-
ting algorithm based on local characteristics is worked out for the DCD scheme to mitigate any spurious
oscillations. With the mentioned updated DCD scheme, the computed results compare well with the
experimental data provided for validation.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

Reflected shock tunnels (RST) are the main workhorse ground
test facilities for the study of hypersonic flow. However, severe
challenges arise when the RSTs are used for hypervelocity experi-
ments where the test flow velocity may exceed 5 km/s. The con-
tamination of the test gas and material erosion of the nozzle
reservoir are severe issues among others which may lead to uncer-
tainties of the prevailing test flow conditions. A shock-expansion
tube (SET) has the potential to mitigate the aforementioned con-
cerns to a certain extent and generate relatively clean test gas of
very high enthalpy and hypervelocity because the test flow is not
stagnated anywhere. A series of SETs have been set up around
the world, e.g., X-2 and X-3 at the Queensland University [1–4],
HYPULSE at GASL [5], LENS-X at CUBRC [6], JX-1 in Japan [7,8], a
SET of low-speed range for the investigation of scramjet at Stanford
University [9–11], and others [12]. A detonation-driven SET has
been built at the State Key Laboratory of High Gas Dynamics
(LHD) and has successfully generated hypervelocity test flows of
up to 8 km/s and beyond [13,14]. However, the test duration of
the SET is extremely short as compared to a RST of the same length
scale which leads to difficulties in measurements and flow
diagnostics. Generally, the test times and test flow properties are
estimated via available measurements, e.g., static and pitot pres-
sure measurements, spectral emission measurements [8] and
others.

Due to the inherent difficulties in relying on experiments, it is
therefore reckoned appropriate to consider CFD techniques,
coupled with available experimental measurement, to determine
the characteristic of the test flow in a SET. Jacobs [15] first used
perfect gas model and laminar flow simulation to study the test
flow properties of X-2 and further included the finite-rate chemical
kinetics and strong viscous effects in the expansion tube for the
simulation of SET X-3 [16]. The turbulent boundary layer in
the expansion tube was simulated [17] in conjunction with the
HYPULSE facility. It was reported in recent studies that the growth
of turbulent boundary layer in the expansion tube is a critical issue
limiting the test time of a shock-expansion tube [4,11]. The major
objective of relevant computational investigations is to estimate
the test time and test flow properties of the ground-based hyper-
velocity facilities [11,18]. However, it has been a great challenge
to simulate and capture the essence of the complex flow dynamic
phenomena in the SET, especially contributed by the chemically
and thermally non-equilibrium effects under such high-enthalpy
conditions. In addition, according to the nature of extremely short
running time of a SET test facility, simulation can hardly be
properly validated due to the lack of available test data.
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In the present study, a numerical scheme called dispersion-con-
trolled dissipative (DCD), is modified to simulate the hypervelocity
test flow in the detonation-driven SET located at LHD. The original
DCD scheme was proposed by Jiang intending for shock wave cap-
turing [19,20]. The primary principle of the scheme aims at keep-
ing free of any spurious oscillations at strong discontinuities by a
limiter reflecting the dispersion condition of the modified equa-
tion. The DCD scheme, without any tunable parameters, avoids
encountering the ‘carbuncle’ phenomena altogether even for the
case of very strong shock wave. It has also been successfully
applied to chemically reacting flows for compressible multi-com-
ponent mixtures [21–25] and flows in the presence of strong shock
wave interaction [26,27]. The mentioned applications have
attested to the DCD scheme as fairly robust, computationally effi-
cient, and capable of resolving strong discontinuities. However,
non-physical oscillation can still occur when the original DCD
scheme is used to simulate the hypervelocity test flow in our pre-
liminary computations. In the present paper, a new term of numer-
ical flux is formed for the modified DCD scheme, which can
eliminate the aforementioned oscillation. The hypervelocity test
flow conditions are then analyzed and validated by comparison
with experiments.

2. Governing equations

In the present study, we focus on the overall test flow property
of the SET without considering the boundary layer at the tunnel
walls and the thermally non-equilibrium effects. In other words,
the essence of the paper is on the deployment of effective numer-
ical technique for capturing the resultant strong shock waves
under the auspices of chemical nonequilibrium associated with
high enthalpy, high temperature and hypervelocity. In 2D Carte-
sian coordinates, the conservative form of the multi-component
chemically reacting Euler equation is written as:

@U
@t
þ @F
@x
þ @G
@y
¼ Sc ði ¼ 1;2Þ: ð1Þ

Here, U is the unknown variable vector, F and G are the inviscid flux
vectors in the x and y directions, respectively, and Sc is the source
term of the chemical reaction, where

U ¼ ½qC1; . . . ;qCns;qu;qv ;qe� ð2Þ
F ¼ ½qC1u; . . . ;qCnsu;qu2 þ p;quv ; ðqeþ pÞu� ð3Þ
G ¼ ½qC1v ; . . . ;qCnsv;quv ;qv2 þ p; ðqeþ pÞv � ð4Þ
Sc ¼ ½ _x1; . . . ; _xns;0;0;0;0�: ð5Þ

In the above equations, the density of the mixture is
q ¼

Pns
sp¼1qsp ¼

Pns
sp¼1qCsp, where the mass fraction and the partial

density of the species sp is denoted by Csp and qsp, respectively. u
and v are the velocity components in the x and y directions.
e ¼ qh� pþ 1

2 qðu2 þ v2Þ denotes the total energy per unit volume,
where h ¼

Pns
sp¼1Csphsp and p are the enthalpy and pressure of the

mixture, respectively. _xsp is the rate of change of the species sp
due to chemical reaction. The thermodynamic properties of each
species, i.e., the special heat capacity and enthalpy hsp, are obtained
from relations given in the power series form of temperature [28].
The detailed chemical kinetic model consists of seventeen elemen-
tary reactions among the following five species, i.e., N2;O2;NO;O
and N.

3. The original DCD scheme for multi-component system

The attractive feature of the DCD scheme is that it can aptly
manage the scheme numerical dissipation according to the discon-
tinuity intensity to maintain stability without introducing any free
parameters which are generally problem dependant. More details
on the DCD scheme can be found in the review work [20].

The original second-order DCD scheme for the convective part
of Eq. (1) in two-dimensional Cartesian coordinates (x; y) can be
written as follows,

@U
@t

� �
i;j

¼ � 1
Dx

Fiþ1
2
� Fi�1

2

� �
j
� 1

Dy
Gjþ1

2
� Gj�1

2

� �
i
; ð6Þ

where the numerical flux term, Fiþ1
2
, for the scheme can be obtained

by the following equations,

Fiþ1
2
¼ Fþiþ1

2
þ F�iþ1

2
ð7Þ

Fþiþ1
2
¼ Fþi þ

1
2

minmod Fþi � Fþi�1;F
þ
iþ1 � Fþi

� �
ð8Þ

F�iþ1
2
¼ F�i �

1
2

minmod F�iþ2 � F�iþ1; F
�
iþ1 � F�i

� �
: ð9Þ

The term G is similar to that of F and is not given here for brev-
ity. It can be seen from Eqs. (7)–(9) that the split fluxes, F�m, at the
nodes (m ¼ i� 1; i; iþ 1; iþ 2) are required to calculate the numer-
ical flux Fiþ1

2
. The characteristic-based splitting algorithm is written

as

F�m ¼ ðRK�LÞmUm;m ¼ i� 1; i; iþ 1; iþ 2: ð10Þ

Here, R; L and K are the right, left eigenvectors and the eigenvalue
diagonal matrix of the Jacobian, A ¼ @F=@U, respectively. As the
flow variables at the same node are used for the calculation of
R; L;K and U the split fluxes F�m for the original DCD scheme
[19,20] may be manipulated in a simplified form,

F�m ¼
q
2c

C1½2ðc� 1Þk�1 þ k�nsþ2 þ k�nsþ3�

..

.

Cns½2ðc� 1Þk�1 þ k�nsþ2 þ k�nsþ3�
u½2ðc� 1Þk�1 � þ ðu� cÞk�nsþ2 þ ðuþ cÞk�nsþ3

v½2ðc� 1Þk�1 � þ ðv � cÞk�nsþ2 þ ðv þ cÞk�nsþ3

2½ðc� 1ÞH � c2�k�1 þ ðH � cÞk�nsþ2 þ ðH þ cÞk�nsþ3

2
66666666664

3
77777777775
: ð11Þ

Here, k�i ¼ 1
2 ðki �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

i þ e
q

Þ; ði ¼ 1;2; . . . ;nsþ 3; 0 < e� 1Þwhile
ki is the eigenvalues of the Jacobian, i.e., the diagonal elements of K.
For the Jacobian A of the multi-component system, the eigenvalues
are as follows

ki;16i6nsþ1 ¼ u; knsþ2 ¼ u; knsþ3 ¼ u� c: ð12Þ

In the above equations, H ¼ hþ 0:5ðu2 þ v2Þ is the total
enthalpy of the mixture per unit mass and c is the frozen speed
of sound of the mixture.

As given in Eqs. (7)–(11), the numerical flux for the DCD scheme
can be calculated explicitly in a straightforward means. Therefore,
it is very easy for coding and computationally cheap since the
matrix operation is not needed. Our computational experience
indicates that the DCD scheme is robust for shock wave capturing.
Fig. 1 (left), for instance, shows the carbuncle problem generally
appears when an upwind scheme is used. Entropy correction with
a tunable parameter is introduced to the TVD scheme [29] which
can eliminate the carbuncle phenomenon. However, the aforemen-
tioned DCD scheme is proved to be free of instability without any
case-by-case tunable parameter as shown in Fig. 1 (right). The DCD
scheme has been applied to simulate shock wave problems in inert
or reacting flows [21–27]. However, serious spurious oscillation
occurs when the original DCD scheme is used for the simulation
of hypervelocity test flow in the detonation-driven expansion tube,
JF-16 [13,14].

The configurations of geometry and wave process of the shock-
expansion tube JF-16 is schematically shown in Fig. 2. There are
two diaphragms which divide the facility into three sections, i.e.,



Fig. 1. DCD scheme and the carbuncle problem, Left: TVD [29], Right: DCD [19].
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the detonation tube, shock tube and acceleration tube. After the
detonation wave has impacted and crashed the diaphragm I, the
primary shock wave (psw) is generated in the shock tube followed
by the primary contact surface (pcs) that separates the driver gases
and the driven gas. In a reflected shock tunnel (RST), the driven gas
is stagnated at the nozzle which results in erosion and contamina-
tion due to high temperature. On the contrary, the psw along with
the driven gas in a SET moves downstream into the accelerating
tube after breaking the diaphragm II. The driven gas is further
accelerated through the unsteady expansion (uex) to generate
the test flow in the Zone No. 5 (see Fig. 2). In short, the test flow
in a SET is never stagnated which consequently avoid any contam-
ination and erosion as found inevitably in a RST test facility.

For the test condition at total enthalpy of around 45 MJ/kg, the
detonation tube is filled with hydrogen and oxygen at pressure of
p4 ¼ 1:5 MPa, while the shock tube and acceleration tube are vac-
uumized to p1 ¼ 3990 Pa and p7 ¼ 13:3 Pa, respectively. Here, the
subscripts 1; 4; 7 represent the initial filling conditions of the differ-
ent sections of the JF-16 test facility (see Fig. 2 for more details).
The Mach number of psw wave in the shock tube and secondary
shock wave (ssw) in the expansion tube are Mpsw ¼ 13:9 and
Fig. 2. Sketch of the configuration and wave graph for JF-16 shock-expansion tube. (Th
initial filling conditions in the shock tube, 2: post-psw or the driven gas, 3: post-pcs or th
flow in the acceleration tube, 6: post-ssw or the accelerated gas, 7: pre-ssw or the initi
Mssw ¼ 23, respectively, according to the measurements from the
Run No. 22 of JF-16 [30]. It is found that the static temperature is
sufficiently high to cause dissociation of air post the strong shock
wave of psw or ssw, respectively. As such, a chemical reaction
model should be applied in the present simulation which consists
of seventeen elementary reactions among five species, i.e.,
N2;O2;NO;O and N.

In the following simulation, only the flow in the shock tube and
acceleration tube as demonstrated and shown in the dashed-box in
Fig. 2 is simulated. Therefore, the incident shock wave, i.e., psw, in
the shock tube should be predetermined for the initial condition
according to the experiment data while the detonation tube is
not simulated. As depicted in Fig. 3, we can see spurious oscilla-
tions in the profiles at the second contact surface (scs) where the
original DCD scheme is used for the case of total enthalpy of
45 MJ/kg. For this case, the velocity of the test flow is around
8.8 km/s which exceeds the orbital speed. Why does the scheme
work well in previous simulations [21–25] of chemically reactive
flow but lead to spurious oscillation in the present simulation?

4. The updated DCD scheme for hypervelocity test flow
simulation

One can see a sharp jump of temperature across the second con-
tact surface (scs) as shown in Fig. 3. Such a temperature gradient
consequently leads to a sharp gradient of thermodynamic proper-
ties, the speed of sound and chemical kinetics. The simulation
using the original DCD scheme for the case of a lower total
enthalpy, i.e., 14 MJ/kg which corresponds to a test flow velocity
of 6.4 km/s, as depicted in Fig. 4 gives a reasonable solution with-
out any spurious oscillation. In this case, the temperature jump
across the contact surface is not so intense as that for the case of
45 MJ/kg. For the setup of the simulation for 14 MJ/kg, parameters
are kept the same as for the higher enthalpy case except that
p7 ¼ 3:0 mmHg. By adjusting p7 we can obtain different test flow
velocities of JF-16. Numerical tests using the original DCD scheme
show that spurious oscillation occurs when p7 6 0:5 mmHg
corresponding to a total enthalpy Ht P 18 MJ/kg. For a characteris-
tic-based flux-split scheme like DCD, the very sharp gradient may
generally cause numerical instabilities, for instance, the previous
e numbers in the boxes represent different flow conditions, e.g., 1: pre-psw or the
e driver gas, 4: initial filling condition in the detonation tube, 5: post-scs or the test

al filling condition in the acceleration tube, respectively.)
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Fig. 3. Spurious oscillation in the simulation of JF-16 at total enthalpy of 45 MJ/kg
with the original DCD scheme.
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simulation of flow supercavitation using DCD scheme [31]. The flux
splitting algorithm for the original DCD scheme is schematically
shown in Fig. 5 where the numerical flux can be written as
i-1 i i+1 i+2

F±
i-1 F±

i+1F±
i

F±
i+2

(RΛ±L)i-1Ui-1 (RΛ±L)iUi (RΛ±L)i+1Ui+1 (RΛ±L)i+2Ui+2

Fi+1/2

_

i+1/2

Fig. 5. Sketch of the flux splitting algorithms for the original DCD scheme.
FO
iþ1

2
¼ Fþi þ F�iþ1 þ

1
2

minmodðFþi � Fþi�1; F
þ
iþ1 � Fþi Þ

� 1
2

minmodðF�iþ1 � F�i ; F
�
iþ2 � F�iþ1Þ: ð13Þ

It can be seen from Fig. 5 and Eq. (13) that the characteristic
parameters at grid nodes (i� 1; i; iþ 1; iþ 2) are required to calcu-
late the split flux F�m (Eq. (11)) respectively, and finally get the
numerical flux FO

iþ1
2

at the cell center iþ 1=2 for the original DCD
scheme.

For the numerical simulation of multi-component compressible
flows, spurious oscillations may occur at a contact discontinuity
when there is a jump in both temperature and specific heat ratio
across the discontinuity [32]. A quasi conservative approach was
proposed by Abgrall to suppress the spurious oscillations [33] fol-
lowed by a series of advanced techniques [34,35] among others.
Although the DCD scheme [19,20] was originally proposed as a
non-oscillation shock capturing scheme, unfortunately, it still
admits spurious oscillation across the contact discontinuity with
a severe parameter jump in the present study. In order to avoid
the oscillation problem as depicted in Fig. 3, a modified DCD
scheme is worked out and shall be shown to be able to capture well
the second contact surface. The flux splitting algorithm as written
in Eq. (14) for the modified DCD scheme is schematically shown in
Fig. 6. It can be clearly seen that only the local eigenvectors, R1þ1=2

and L1þ1=2, and the eigenvalue, K�iþ1=2, at the cell center (iþ 1
2) are

required for the numerical flux FU
iþ1

2
. That is,

FU
iþ1

2
¼ R1þ1=2 fþi þ f�iþ1 þ

1
2

minmodðfþi � fþi�1; f
þ
iþ1 � fþi Þ

	

�1
2

minmodðf�iþ1 � f�i ; f
�
iþ2 � f�iþ1Þ



; ð14Þ

where the intermediate flux is

f�m ¼ ðK
�LÞiþ1=2Um; ðm ¼ i� 1; i; iþ 1; iþ 2Þ: ð15Þ

For the original DCD scheme as depicted in Fig. 5, variables at
the same node are used to calculate the characteristic vectors,
i.e., R;K�, L, and the unknown vector, i.e., U. Therefore, the split
flux F�m ¼ ðRK�LÞmUm; ðm ¼ i� 1; i; iþ 1; iþ 2Þ for the original
DCD scheme can be manually simplified via matrix manipulation
to obtain a compact term as given in Eq. (11). The original DCD
scheme is easy for programming and computationally cheap due
to the aforementioned simplicity which has been used successfully
in a series of applications [21–27] except the simulation of shock-
expansion tube running at high enthalpy. For the updated DCD
scheme, however, the flow variables used for calculating the eigen-
vectors and eigenvalues are different from those used for the
unknown vector as can be seen from Eq. (15) and Fig. 6. Therefore,
Eq. (15) cannot be further simplified and its calculation becomes
more computational expensive than the original DCD scheme.

The calculated profiles using the modified DCD scheme for
hypervelocity flow of total enthalpy of 45 MJ/kg are depicted in
i-1 i+1/2 i+1 i+2

(Λ±L)i+1/2Ui-1 (Λ±L)i+1/2Ui (Λ±L)i+1/2Ui+1 (Λ±L)i+1/2Ui+2

f ±
i-1 f ±

i+1f ±
i

f ±
i+2Fi+1/2

i

_

Fig. 6. Sketch of the flux splitting algorithms for the updated DCD scheme.
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scheme.
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Fig. 10. The wave-diagram of JF-16 at total enthalpy of 45 MJ/kg.
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Fig. 7 where there is no longer the spurious oscillations in the
vicinity of the second contact surface. As demonstrated in Fig. 8,
the modified DCD scheme also works well for the lower enthalpy
case of 14 MJ/kg and gives identical solution as plot in Fig. 4 which
is simulated by the original DCD scheme.

The hypervelocity test flow at total enthalpy of 45 MJ/kg is addi-
tionally simulated using the WENO scheme [36]. As shown in
Fig. 9, the WENO scheme does resolve well the contact surface
when compared to the updated DCD simulation as given in
Fig. 7. Instead, an overshot problem at the contact surface occurs
as marked by the dashed circle in Fig. 9. Except for the aforemen-
tioned differences, the overall parameters associated with the test
flow conditions respectively calculated with the updated DCD
scheme and the WENO scheme agree well with each other.
5. Numerical simulation for test models

The calculated wave diagram is shown in Fig. 10 for the hyper-
velocity test flow with a total enthalpy of 45 MJ/kg. The diagram
corresponds to the figure segment enclosed in the dashed box in
Fig. 2 which shows the primary wave phenomena in the accelera-
tion tube downstream of diaphragm II. The test time duration of
JF-16, the flow time s1 of Zone No. 5, is 60 ls as obtained by the
simulation. The extremely short duration leads to difficulties in
test flow diagnosis and measurements. Therefore, numerical simu-
lation is an essential means to approximately evaluate the test flow
conditions, e.g., the static pressure p5 ¼ 0:13 atm, temperature
T5 ¼ 2600 K, and velocity u5 ¼ 8:8 km/s for the high enthalpy case.
Under such conditions, the molecular oxygen in the test flow is
mostly dissociated while molecular nitrogen survives according
to the simulation. As such, the JF-16 shock-expansion tube, at its
current status, cannot reproduce the chemical composition for a
real hypervelocity free-stream flow. It can simulate the velocity
of above the orbital speed but cannot duplicate the Mach number
due to the high temperature of the test flow. A divergent nozzle is
therefore needed to further cool down the test gas through steady
expansion according to the plan of upgrading the test facility in the
future.

Presently, we have carried out model tests for the different
geometries like wedge, cone and double-cone as shown in



Fig. 11. Experimental model tests in JF-16 at total enthalpy of 45 MJ/kg: (a) wedge with half angle of 15�; (b) cone with half angle of 15�; and (c) double-cone geometry with
half angle of 15� þ 35� .

Fig. 12. Simulation of test model in JF-16 at total enthalpy of 45 MJ/kg: (a) schlieren over a wedge with half angle of 15�; (b) schlieren over a cone with half angle of 15�; and
(c) atomic nitrogen distribution over a double-cone geometry with half angle of 15� þ 35� .
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Fig. 11. The images were taken by a high-speed camera for the self-
illumination of the main species in the test flow which can show
the shock wave structure over the geometries. Here, the exposure
time of the camera is 1 ls while the frame frequency is 40 kHz. In
the tests, the initial conditions of the test facility are as follows, (1)
The detonation tube is filled with hydrogen–oxygen mixture at
pressure of p4 = 1.5 MPa while the volume ratio is 1:4; (2) The
shock tube is filled with air at pressure of p1 = 3990 Pa; and (3)
Air in the acceleration tube is at pressure of p7 = 13.3 Pa. All the
gases are at room temperature, i.e., T4 ¼ T1 ¼ T7 ¼ 300 K. As such,
a hypervelocity test flow of total enthalpy about 45 MJ/kg can be
obtained for the model tests.

An interesting phenomenon is the color change across the shock
wave as can be seen in each frame of Fig. 11. Despite the same test
flow condition, the post-shock gas appears light blue, yellow and
bright blue in frame (a)–(c), respectively. Accordingly, numerical
simulations are conducted and shown in Fig. 12 for the aforemen-
tioned model tests. The first two frames are for schlieren images
and the third is the distribution of atomic nitrogen, i.e., N. The
shock wave structures shown in Figs. 11(a) and (b) and 12(a) and
(b) agree well with each other. For the case of double-cone geom-
etry as shown in Fig. 12(c), the simulated distribution contours of
other species such as O2;N2;NO and O are not consistent with the
experimental image as depicted in Fig. 11(c). As such, we can
deduce that the images taken in experiment are for the self-illumi-
nation of species N.

As aforementioned, the test flow consists of molecular nitrogen
and atomic oxygen according to the numerical simulation. For the
test model of double-cone geometry, the first oblique shock wave
over the first cone surface is not strong enough to significantly dis-
sociate the molecular nitrogen which leads to light color region
downstream the first oblique shock wave. Due to the larger inclina-
tion angle 35�, however, the second oblique shock wave over the
second cone surface becomes sufficiently strong to generate more
atomic nitrogen which hence results in a brighter region as
depicted in Figs. 11(c) and 12(c). Based on this investigation, we
can now interpret the color difference between the post-shock
flowfield in Fig. 11(a) and (b) respectively of the wedge and cone.
Theoretically, the oblique shock wave over a wedge is stronger
than that over a cone with the same inclination angle.
Consequently, more N2 can be dissociated into N within the
post-shock region of Fig. 11(a) than (b). Therefore, the color of
post-shock region as shown in Fig. 11(a) is slightly brighter than
that as depicted in Fig. 11(b). Numerical computations also confirm
the above findings.

6. Conclusions

In the present study, we modified the dispersion-controlled-
dissipative (DCD) scheme for the simulation of hypervelocity test
flow in a shock-expansion tube (SET). Spurious oscillation can be
mitigated by using the new numerical technique. Due to the extre-
mely short test time duration and the critical non-equilibrium phe-
nomena, test flow diagnostics becomes very difficult in the SET
experiments. Therefore, we have to indirectly analyze the test flow
conditions by means of computational fluid dynamics. We found
via computations that the self-illumination color is associated with
the dissociation degree of nitrogen post the oblique shock wave
over each studied test model. Numerical simulations also indicate
that the test facility needs further improvement to simulate the
chemical composition and Mach number for real hypervelocity test
flows.
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