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Abstract: Turbidity current is formed as subaerial open-channel sediment-laden flow plunges into a reservoir. The whole process of reservoir
turbidity current, i.e., formation, propagation, and recession, is generally controlled by the water and sediment inputs from upstream and also
the reservoir operation scheme specifying the downstream boundary condition. Enhanced understanding of reservoir turbidity current is
critical to effective sediment management in alluvial rivers. However, until now there has been a lack of physically based and practically
feasible models for resolving the whole process of reservoir turbidity current. This is because the computing cost of three-dimensional
modeling is excessively high. Also, single layer-averaged models cannot resolve the formation process characterized by the transition from
open-channel sediment-laden flow to subaqueous turbidity current, or the upper clear-water flow as dictated by the operation scheme of
the reservoir, which has significant impacts on turbidity current. Here a new two-dimensional double layer-averaged model is proposed to
facilitate for the first time whole-process modeling of reservoir turbidity current. The two hyperbolic systems of the governing equations for
the two layers are solved separately and synchronously. The model is well balanced because the interlayer interactions are negligible com-
pared with inertia and gravitation, featuring a reasonable balance between the flux gradients and the bed or interface slope source terms and
thus applicable to irregular topographies. The model is benchmarked against a spectrum of experimental cases, including turbidity currents
attributable to lock-exchange and sustained inflow. It is revealed that an appropriate clear-water outflow is favorable for turbidity current
propagation and conducive to improving sediment flushing efficiency. This is significant for optimizing reservoir operation schemes.
As applied to turbidity current in the Xiaolangdi Reservoir in the Yellow River, China, the model successfully resolves the whole process
from formation to recession. The present work facilitates a viable and promising framework for whole-process modeling of turbidity currents,
in support of reservoir sediment management. DOI: 10.1061/(ASCE)HY.1943-7900.0000951.© 2014 American Society of Civil Engineers.
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Introduction

Reservoir turbidity current is subaqueous, sediment-laden under-
flow. It is formed when subaerial, open-channel sediment-laden
flow plunges into a reservoir. Like other gravity currents, it is
driven by the density difference from the ambient fluid. More
importantly, the whole process of reservoir turbidity current,
i.e., formation, propagation and recession, is generally controlled
by the water and sediment inputs from upstream and also the res-
ervoir operational scheme specifying the downstream boundary
condition. In this sense, reservoir turbidity currents are distinct
from self-accelerating turbidity currents in ocean environments
(Parker et al. 1986). In general, turbidity currents can travel remark-
able distances carrying large amounts of suspended sediment from

the plunge point to the downstream. In reservoirs, turbidity currents
are often the governing processes for the transport, entrainment,
and deposition of sediment (Fan and Morris 1992a). If the turbidity
currents can manage to arrive at the dam, it will be possible to flush
sediment out of the reservoir. Otherwise, severe sedimentation in
the reservoir will generally occur. Enhanced understanding of the
whole process of reservoir turbidity currents is critical to effective
sediment and reservoir management.

Previous studies have focused on the threshold condition for the
formation of turbidity current based on the densimetric Froude
number at the plunge point, derived from laboratory experiments
(Fan 1960; Singh and Shah 1971) or analytical models (Savage
and Brimberg 1975; Akiyama and Stefan 1984; Parker and Toniolo
2007; Dai and Garcia 2009; Li et al. 2011). However, these cannot
provide enough and effective information to quantify the whole
process of reservoir turbidity currents. Also, laboratory experi-
ments have been used to investigate the evolutional characteris-
tics of turbidity currents (Hürzeler et al. 1996; Lee and Yu 1997;
Gladstone et al. 1998; Hallworth and Huppert 1998) and the ver-
tical structure of the currents (Altinakar et al. 1996; Eggenhuisen
and McCaffrey 2012; Nourmohammadi et al. 2011). Especially,
Lee and Yu (1997) performed a series of tests to investigate the
formation and propagation of turbidity currents attributable to sus-
tained inflow and in particular demonstrated the impacts of various
upstream and downstream boundary conditions. Also, they inves-
tigated the densimetric Froude number at both the incipient and
stable plunge points. Yet flume experiments are constrained by the
relatively small spatial scales. Interestingly, a series of large field-
scale water-sediment regulation experiments has been undertaken
by the Yellow River Water Resources Commission (YRCC) (2007)
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since 2002. Turbidity currents were formed in the Xiaolangdi
Reservoir by plunging of the sediment-laden floods released from
the Sanmenxia Reservoir at the upstream and believed to be the
most important means for sediment flushing. A significant volume
of hydrological data were collected, concerning the location of the
front, average velocity, and sediment concentration of the turbidity
currents. The field experiments are certainly essential in support of
not only practical sediment management, but also development and
applications of analytical and computational models.

Computational modeling is certainly attractive, because detailed
processes of reservoir turbidity currents can be resolved. Generally,
there have been two categories of computational models for turbid-
ity currents, i.e., depth-resolving models and layer-averaged mod-
els. Depth-resolving models, including three-dimensional (3D) and
vertical two-dimensional (2D) models, can reproduce the evolution
process and the vertical structure of turbidity currents (e.g., Bournet
et al. 1999; De Cesare et al. 2001; Kassem and Imran 2001;
Kassem et al. 2003; Khan et al. 2005; Huang et al. 2007, 2008;
Georgoulas et al. 2010; An and Julien 2014). And indeed, there have
been modeling efforts to resolve the formation of turbidity currents
(Kassem and Imran 2001; De Cesare et al. 2001; Georgoulas et al.
2010). Nevertheless, depth-resolving models require excessively
high computational costs and thus are unrealistic for applications
to large-scale prototype turbidity currents such as those in the
Xiaolangdi Reservoir, Yellow River in China. This holds true for
general 3D models for fluvial flow and sediment transport (Fang
and Wang 2000; Wu et al. 2000). Also, the physics of turbulent
turbidity currents, on which the model closures are based, is still
poorly understood. In particular, it remains far from clear how to
incorporate the effects of sediment into turbulence closures, even
for steady and uniform sediment-laden flows in open channels.
Comparatively, layer-averaged models are easier to formulate
and solve. Layer-averaged refers to the fact that the physical quan-
tities (velocity and sediment concentration) are averaged along the
thickness of the turbidity currents. However, to date, most existing
layer-averaged models for turbidity currents are single layer-aver-
aged models, in which the upper clear-water flow is ignored and not
modeled at all (e.g., Fukushima et al. 1985; Parker et al. 1986; Choi
1998; Bradford and Katopodes 1999a, b; Sequeiros et al. 2009;
Hu et al. 2012; Lai and Wu 2013). Thus they are restricted to mod-
eling the propagation of turbidity currents after their formation. In
applications, this category of models hinges upon observed data to
specify the upstream boundary conditions (e.g., Hu et al. 2012),
which, however, are not generally available. Critically, single layer-
averaged models cannot resolve the formation process character-
ized by the transition from subaerial open-channel sediment-laden
flow to subaqueous turbidity current, or the upper clear-water flow
dictated by the operation scheme of the reservoir. In contrast to
these limitations, it is fundamental to resolve the formation process
of reservoir turbidity current, not only scientifically but also practi-
cally. Equally importantly, the operation scheme of the reservoir
has been found to have significant impacts on turbidity currents
(Lee and Yu 1997). Until now there have been no layer-averaged
models capable of modeling the whole process of reservoir turbid-
ity currents, which is critical to effective sediment and reservoir
management. In this connection, double layer-averaged models
have been developed for general gravity currents (Rottman and
Simpson 1983; Bonnecaze et al. 1993; Hallworth et al. 2003;
Ungarish and Zemach 2005; Adduce et al. 2012; La Rocca et al.
2012). Two sets of layer-averaged equations are deployed to de-
scribe, respectively, the gravity current layer and the upper clear-
water flow layer. It is also noted that Dallimore et al. (2004) has
employed a coupled 3D hydrodynamics and 2D layer-averaged
model to simulate the formation and subsequent propagation

process of reservoir saline underflows. However, most existing dou-
ble layer-averaged models have not incorporated sediment transport
and morphological evolution, which, however, are key features of
reservoir turbidity currents over mobile bed. The 1D double
layer-averaged model by Bonnecaze et al. (1993) takes into account
sediment deposition, but ignores bed sediment entrainment andmor-
phological evolution. Also, it is limited to lock-exchange gravity
currents without inflow from the upstream or outflow at the down-
stream boundary. Strictly, the lock-exchange gravity current is not
reservoir turbidity current that is normally dictated by the water and
sediment inputs from the upstream and outflow at the downstream.

A new 2D well-balanced double layer-averaged model is devel-
oped here to facilitate, for the first time, the whole-process model-
ing of reservoir turbidity currents. The model is extended from the
recent 1D nonwell-balanced double layer-averaged model (Li et al.
2013). The two hyperbolic systems of the governing equations
for the two layers are solved separately and synchronously. Each
hyperbolic system is solved by a quasiwell-balanced numerical
algorithm involving drying and wetting, using a second-order ac-
curate Godunov-type finite volume method in conjunction with the
Harten-Lax-van Leer contact wave (HLLC) approximate Riemann
solver. The model is benchmarked against a spectrum of experi-
mental turbidity currents induced by lock-exchange (Bonnecaze
et al. 1995) and sustained inflow (Lee and Yu 1997). A pilot
study is presented of large-scale prototype turbidity current in the
Xiaolangdi Reservoir (Li 2004; YRCC 2007), Yellow River in
China to demonstrate the capability of the present model.

Mathematical Model

Governing Equations

In general, there exist interactions among the upper layer clear
water flow, turbidity current and the erodible bed, which are char-
acterized by mass and momentum exchanges. Coupled modeling is
generally justified, which has been implemented in recent single
layer-averaged models (Hu and Cao 2009; Hu et al. 2012). This
is followed in the present 2D double layer-averaged model. The
governing equations of the model are essentially 2D shallow water
equations comprising the mass and momentum conservation equa-
tions, respectively, for the clear-water flow layer and the turbidity
current layer, and also the mass conservation equations for sedi-
ment in the turbidity current layer and bed sediment, respectively.
By analogy to a 1D case (Li et al. 2013), these are

∂T
∂t þ

∂E
∂x þ ∂F

∂y ¼ Rb þRf þRe ð1Þ

∂U
∂t þ

∂G
∂x þ ∂H

∂y ¼ Sb þ Sf þ Se ð2Þ

T ¼

2
64

η

qwx

qwy

3
75 ¼

2
64

η

hwuw

hwvw

3
75 ð3aÞ

E ¼

2
64

hwuw

hwu2w þ 0.5gðη2 − 2ηηsÞ
hwuwvw

3
75 ð3bÞ
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F ¼

2
64

hwvw

hwuwvw

hwv2w þ 0.5gðη2 − 2ηηsÞ

3
75 ð3cÞ

Rb ¼

2
664

0

−gη ∂ηs∂x
−gη ∂ηs∂y

3
775 ð3dÞ

Rf ¼

2
664

0

− τwx
ρw

− Ewuw

− τwy
ρw

− Ewvw

3
775 ð3eÞ

Re ¼

2
64
−Ew þ ∂ηs∂t

0

0

3
75 ð3fÞ

U ¼

2
66664

ηs

qsx

qsy

qc

3
77775 ¼

2
66664

ηs

hsus

hsvs

hscs

3
77775 ð4aÞ

G ¼

2
666664

hsus

hsu2s þ 0.5gðη2s − 2ηszbÞ
hsusvs

hsuscs

3
777775 ð4bÞ

H ¼

2
66664

hsvs

hsusvs

hsu2s þ 0.5gðη2s − 2ηszbÞ
hsvscs

3
77775 ð4cÞ

Sb ¼

2
66664

0

−gηs ∂zb∂x
−gηs ∂zb∂y

0

3
77775 ð4dÞ

Sf ¼

2
66664

0

Nx

Ny

E −D

3
77775 ð4eÞ

Se ¼

2
66664
Ew

0

0

0

3
77775 ð4fÞ

Nx ¼
τwx − τbx

ρc
− ρwg

ρc
hs

∂hw
∂x − ðρ0 − ρcÞðE −DÞus

ð1 − pÞρc
þ ðρs − ρwÞcsusEw

ρc
þ ρwEwuw

ρc
− ðρs − ρwÞgh2s

2ρc

∂cs
∂x ð4gÞ

Ny ¼
τwy − τby

ρc
− ρwg

ρc
hs

∂hw
∂y − ðρ0 − ρcÞðE −DÞvs

ð1 − pÞρc
þ ðρs − ρwÞcsvsEw

ρc
þ ρwEwvw

ρc
− ðρs − ρwÞgh2s

2ρc

∂cs
∂y ð4hÞ

∂zb
∂t ¼ −E −D

1 − p
ð5Þ

where T and U are the conserved variables; E, F, G and H are the
flux variables. For the turbidity current layer, Sb denotes bed slope
source term, Sf includes bed friction source terms and other terms
related to the impacts of sediment transport and water entrainment,
Se, represents water entrainment source term. Similarly, for the
clear-water flow layer, Rb features interface slope source term,
Rf comprises interface friction source terms and other terms re-
lated to impacts of water entrainment, Re represents water entrain-
ment source term and variations of interface elevation; qwx and
qwy are conservative variables in Eq. (3); qsx, qsy, and qc
conservative variables in Eq. (4); t is the time; g the gravitational
acceleration; x and y are the horizontal coordinates; η is the water
surface elevation; ηs the elevation of interface between the clear-
water layer and turbidity current layer; hw the depth of clear-water
layer; uw and vw are the layer-averaged velocities of clear-
water layer in the x- and y-directions; hs is the depth of tur-
bidity current layer; us and vs are the layer-averaged velocities of
turbidity current layer in the x- and y-directions; cs is the layer-
averaged volumetric sediment concentration of the turbidity cur-
rent layer; zb is bed elevation; p the bed sediment porosity; ρw and
ρs are the densities of water and sediment, respectively; ρc ¼
ρwð1 − csÞ þ ρscs is the density of the water-sediment mixture
in the turbidity current layer; ρ0 ¼ ρwpþ ρsð1 − pÞ is the density
of the saturated bed; E and D are the sediment entrainment and
deposition fluxes across the bottom boundary, respectively; τwx
and τwy are the shear stresses at the interface between the clear-
water flow layer and the turbidity current layer in the x- and
y-directions; and τbx anad τby are bed shear stresses in the x-
and y-directions; and Ew is the mass flux of water entrainment
across the interface between the two layers.

Model Closure

To close the governing equations of the present 2D double layer-
averaged model, a set of relationships has to be introduced to de-
termine the boundary resistance, interface shear stress, and water
entrainment and sediment exchange fluxes. Generally, unsteady
and nonuniform flows may experience boundary resistances sub-
stantially different from those of steady and uniform flows. This
is more pronounced when sediment transport is involved, which
renders the bed movable and bedforms generated. However, no
generally applicable relationships are currently available to re-
present boundary resistance in such flows. This is also the case
for the interface shear stress, for which there has been different em-
pirical relationships (Chen and Peng 2006; Kim and LeVeque 2008;
Zech et al. 2008; Lee et al. 2014). Consequently, computational
studies of turbidity currents over fixed and mobile beds continue
to use resistance relationships initially developed for steady and
uniform flows, which are usually based on the Manning’s equation.

© ASCE 04014069-3 J. Hydraul. Eng.

J. Hydraul. Eng. 2015.141.

D
ow

nl
oa

de
d 

fr
om

 a
sc

el
ib

ra
ry

.o
rg

 b
y 

N
at

io
na

l S
ci

en
ce

 L
ib

ra
ry

, C
A

S 
on

 0
9/

09
/1

5.
 C

op
yr

ig
ht

 A
SC

E
. F

or
 p

er
so

na
l u

se
 o

nl
y;

 a
ll 

ri
gh

ts
 r

es
er

ve
d.



This practice is followed for the present 2D double layer-averaged
model by virtue of the conventional empirical relations

τwx ¼ ρwgn2wðuw − usÞŪws=h
1=3
w ð6aÞ

τwy ¼ ρwgn2wðvw − vsÞŪws=h
1=3
w ð6bÞ

τbx ¼ ρcgn2busŪs=h
1=3
s ð7aÞ

τby ¼ ρcgn2bvsŪs=h
1=3
s ð7bÞ

where nw is the roughness at the interface between the turbidity
current layer and clear-water flow layer; nb the roughness of the
bed; Ūs ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2s þ v2s

p
, the resultant velocity of the turbidity current

layer; and Ūws ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðuw − usÞ2 þ ðvw − vsÞ2

p
, the resultant velocity

difference between the two layers.
The mass flux of water entrainment Ew represents the mixing of

the turbidity current with the clear water across the interface of two
layers. It is determined by (Parker et al. 1986)

Ew ¼ ewŪws ð8Þ

where the water entrainment coefficient, ew, is calculated empiri-
cally using the Richardson number Ri ¼ g 0hs=Ū2

ws and the sub-
merged gravitational acceleration g 0 ¼ sgcs with specific gravity
of sediment s ¼ ρs=ρw − 1

ew ¼ 0.00153
0.0204þ Ri

ð9Þ

The sediment deposition flux can be approximated by the prod-
uct of the local near-bed sediment concentration and the sediment
settling velocity. Sediment entrainment is assumed to occur at the
same rate as it does under capacity conditions. Thus

E ¼ ωEs ð10aÞ

D ¼ ωcb ð10bÞ
where ω is the settling velocity of a single sediment particle in tran-
quil clear water, calculated using Zhang’s formula (Zhang and Xie
1993); cb ¼ rbcs the local near-bed concentration, rb can be deter-
mined by (Parker et al. 1986)

rb ¼ 1þ 31.5
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2� þ v2�
q

=ω
�−1.46 ð11Þ

where u� and v� are the bed shear velocities in the x- and
y-directions. The parameter Es is the near-bed concentration at
capacity condition. Parker et al. (1986) proposed the following
empirical formulation:

Es ¼

8><
>:

0.3 ψ ≥ 13.2

3× 10−12ψ10ð1− 5ψ−1Þ 5.0 < ψ < 13.2

0 ψ ≤ 5.0

ð12Þ

where ψ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðu2� þ v2�Þ

ffiffiffiffiffiffiffiffiffi
sgd3

p
=ν

q
=ω, d is medium sediment

particle diameter, and ν is kinematic viscosity of water. In the
present study, the Zhang and Xie (1993) formula is also adopted,
which is well tested and widely used for suspended sediment trans-
port of open channel flow in the Yellow River (Zhang and Xie
1993). A correction coefficient α is introduced because the

present study is concerned with turbidity currents. Following the
logarithmic-matching treatment of Guo (2002), the Zhang and
Xie (1993) formula reads

Es ¼ α
1

20ρs

ðŪ3
s=ghsωÞ1.5

1þ ðŪ3
s=45ghsωÞ1.15

ð13Þ

Numerical Algorithm

Although there have been analyses of double layer-averaged mod-
els over fixed beds regarding hyperbolicity and Kelvin-Helmholtz
instability, Eqs. (1)–(5) constitute a nonlinear system of eight par-
tial differential equations, involving more equations than previ-
ously analyzed (e.g., Kim and LeVeque 2008; Castro et al. 2010).
It is too complicated to be solved numerically as a single system
presently, which is reserved for future studies. Therefore an alter-
native solution strategy is proposed. Because bed deformation is
entirely determined by local entrainment and deposition fluxes
under the noncapacity framework for sediment transport, Eq. (5)
is separated from the remaining equations and can be readily
solved. Also, from physical considerations, either the clear-water
flow layer or the turbidity current layer is primarily dictated by
its own inertia, gravity, and boundary resistance, whereas the inter-
layer interactions [primarily the second terms on the right hand
side of Eqs. (4g) and (4h)] play a secondary role and can therefore
be set as source terms in the momentum equations. In fact, the
interlayer interactions can be confirmed to be negligible post
priori, after the numerical solution of a specific case has been
achieved.

Given the observations above, the two nonhomogeneous
hyperbolic systems constituted by Eqs. (1) and (2) can be solved
separately and synchronously (Li et al. 2013) using one of a hier-
archy of numerical algorithms that can capture shock waves and
contact discontinuities properly. The numerical algorithm em-
ployed in the present double layer-averaged mobile model is an
extension of that in the 2D model originally developed for
single-layer clear-water flow over a fixed bed (Liang 2010). Take
Eq. (2) as an example. It can be solved numerically by an accurate
finite volume Godunov-type approach in conjunction with the
Harten-Lax-van Leer contact wave (HLLC) approximate Riemann
solver (Toro 2001) on a fixed rectangular mesh. In principle, the
present model is well-balanced because the interlayer interactions
play secondary roles and are negligible compared with inertia and
gravitation.

The following time-marching formulas are used to update flow
and sediment variables to a new time step (kþ 1)

Uq
i;j ¼ Uk

i;j þΔtSkþ1
fi;j ð14Þ

Ukþ1
i;j ¼ Ur

i;j −ΔtðGiþ1=2;j −Gi−1=2;jÞq
Δx

−ΔtðHi;jþ1=2 −Hi;j−1=2Þq
Δy

þΔtSk
bi;j þΔtSk

ei;j ð15Þ

where the subscript k represents the time level, and q indicates the
state after calculating the variables from Eq. (14); subscripts i and j
are the spatial node indexes;Δt is the time step;Δx andΔy are the
spatial steps; Giþ1=2;j, Gi−1=2;j, Hiþ1=2;j and Hi−1=2;j the interface
fluxes.

In Eq. (14), the friction source term, Skþ1
f , is solved by a split-

ting method; it is equivalent to solving the ordinary differential
equations

© ASCE 04014069-4 J. Hydraul. Eng.

J. Hydraul. Eng. 2015.141.

D
ow

nl
oa

de
d 

fr
om

 a
sc

el
ib

ra
ry

.o
rg

 b
y 

N
at

io
na

l S
ci

en
ce

 L
ib

ra
ry

, C
A

S 
on

 0
9/

09
/1

5.
 C

op
yr

ig
ht

 A
SC

E
. F

or
 p

er
so

na
l u

se
 o

nl
y;

 a
ll 

ri
gh

ts
 r

es
er

ve
d.



dU
dt

¼ Sf ð16Þ

Consider the momentum equation of Eq. (16) in the x-direction

dqsx
dt

¼ Sfx ¼ Nx ð17Þ

Eq. (17) is then discretized by a full implicit method

qqsx − qksx
Δt

¼ Skþ1
fx ð18Þ

where the friction term is expressed using a Taylor series as

Skþ1
fx ¼ Sk

fx þ ð∂Sfx=∂qsxÞkΔqsx þ OðΔq2sxÞ ð19Þ

where Δqsx ¼ qqsx − qksx. Neglecting the high-order terms and sub-
stituting it into Eq. (18), the following formula is attained for
updating qsx to the q time step

qqsx ¼ qksx þΔtðSfx=DxÞk ¼ qksx þΔtFx ð20Þ

where Dx ¼ 1 −Δtð∂Sfx=∂qsxÞk is the implicit coefficient and
Fx ¼ Sfx=Dx is the friction source term including the implicit
coefficient. To ensure stability, a limiting value of the implicit
friction force must be identified according to the physics of the
shallow flows. The maximum effect of the friction force is to
constrain the flow (i.e., qqsxqksx ≥ 0). Then, according to Eq. (20),
the limiting value of the implicit friction force can be easily
derived as

Fx ¼
(≥ −qksx=Δt if qksx ≥ 0

≤ −qksx=Δt if qksx ≤ 0
ð21Þ

If Fx is computed beyond the limit, its value is replaced by the
critical value Fx ¼ −qksx=Δt in the actual computation. Similarly,
the implicit coefficient in the y-direction can be calculated. In
Eq. (17), the terms ∂cs=∂x and ∂hw=∂x are discretized using a cen-
tral difference scheme for simplicity.

When evaluating Ukþ1
i;j in Eq. (15), the solution of Eq. (14) is

used as the initial condition. The interface fluxes Giþ1=2;j, Gi−1=2;j,
Hiþ1=2;j and Hi−1=2;j are computed using the HLLC Riemann
solver (Toro 2001), which needs correct reconstruction of the
Riemann states. The MUSCL method is used to achieve second-
order accuracy in space. The Riemann states are defined by using
the minmod slope-limited reconstruction. At the left-hand side of
the cell interface, (iþ 1=2; j), the values are evaluated by

η̄Liþ1=2;j ¼ ηi;j þ 0.5φðηi;j − ηi−1;jÞ ð22aÞ

h̄Ls iþ1=2;j ¼ hs i;j þ 0.5φðhs i;j − hs i−1;jÞ ð22bÞ

z̄Lb iþ1=2;j ¼ zb i;j þ 0.5φðzb i;j − zb i−1;jÞ ð22cÞ

q̄Lsx iþ1=2;j ¼ qsx i;j þ 0.5φðqsx i;j − qsx i−1;jÞ ð22dÞ

q̄Lsy iþ1=2;j ¼ qsy i;j þ 0.5φðqsy i;j − qsy i−1;jÞ ð22eÞ

q̄Lc iþ1=2;j ¼ qc i;j þ 0.5φðqc i;j − qc i−1;jÞ ð22fÞ

where φ represents the slope-limited function evaluated at cell (i, j)
based on the flow and sediment data at the cell and its upwind and

downwind neighbors, and the minmod slope limiter is used for bet-
ter numerical stability (Hirsch 1990)

φðrÞ ¼ max½0;minðr; 1Þ� ð23Þ
where r is the ratio of successive gradients of the flow and the var-
iable under consideration; for example, e.g., for η

r ¼ ηiþ1;j − ηi;j
ηi;j − ηi−1;j

ð24Þ

Similar expressions can defined for qsx, qsy, qc and hs.
The interface values of the right-hand side of the cell interface

(iþ 1=2; j) are calculated in a similar way

η̄Riþ1=2;j ¼ ηi;j − 0.5φðηi;j − ηi−1;jÞ ð25aÞ

h̄Rs iþ1=2;j ¼ hs i;j − 0.5φðhs i;j − hs i−1;jÞ ð25bÞ

z̄Rb iþ1=2;j ¼ zb i;j − 0.5φðzb i;j − zb i−1;jÞ ð25cÞ

q̄Rsx iþ1=2;j ¼ qsx i;j − 0.5φðqsx i;j − qsx i−1;jÞ ð25dÞ

q̄Rsy iþ1=2;j ¼ qsy i;j − 0.5φðqsy i;j − qsy i−1;jÞ ð25eÞ

q̄Rc iþ1=2;j ¼ qc i;j − 0.5φðqc i;j − qc i−1;jÞ ð25fÞ

where φ is evaluated at cell (iþ 1; j). The velocity components and
volumetric sediment concentration are then calculated by

ūLs iþ1=2;j ¼ q̄Lsx iþ1=2;j

�
h̄Ls iþ1=2;j ð26aÞ

ūRs iþ1=2;j ¼ q̄Rsx iþ1=2;j

�
h̄Rs iþ1=2;j ð26bÞ

v̄Ls iþ1=2;j ¼ q̄Lsy iþ1=2;j

�
h̄Ls iþ1=2;j ð26cÞ

v̄Rs iþ1=2;j ¼ q̄Rsy iþ1=2;j

�
h̄Rs iþ1=2;j ð26dÞ

c̄Ls iþ1=2;j ¼ q̄Lc iþ1=2;j

�
h̄Ls iþ1=2;j ð26eÞ

c̄Rs iþ1=2;j ¼ q̄Rc iþ1=2;j

�
h̄Rs iþ1=2;j ð26fÞ

Based on the above interface values, the Riemann states can be
sought for designing the nonnegativity of water depth. As sug-
gested by Liang (2010), a single bed elevation at the cell interface
(iþ 1=2; j) may be defined as

zb iþ1=2;j ¼ maxðz̄Lb iþ1=2;j; z̄
R
b iþ1=2;jÞ ð27Þ

The depth components of the Riemann states are then defined
by

hLs iþ1=2;j ¼ maxð0; η̄Ls iþ1=2;j − zb iþ1=2;jÞ

hRs iþ1=2;j ¼ maxð0; η̄Rs iþ1=2;j − zb iþ1=2;jÞ ð28Þ

which preserves positive water depth. The Riemann states of other
flow variables can be obtained accordingly

ηLs iþ1=2;j ¼ hLs iþ1=2;j þ zb iþ1=2;j ð29aÞ
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qLsx iþ1=2;j ¼ ūLs iþ1=2;jh
L
s iþ1=2;j ð29bÞ

qLsy iþ1=2;j ¼ v̄Ls iþ1=2;jh
L
s iþ1=2;j ð29cÞ

qLc iþ1=2;j ¼ c̄Ls iþ1=2;jh
L
s iþ1=2;j ð29dÞ

ηRs iþ1=2;j ¼ hRs iþ1=2;j þ zb iþ1=2;j ð29eÞ

qRsx iþ1=2;j ¼ ūRs iþ1=2;jh
R
s iþ1=2;j ð29fÞ

qRsy iþ1=2;j ¼ v̄Rs iþ1=2;jh
R
s iþ1=2;j ð29gÞ

qRc iþ1=2;j ¼ c̄Rs iþ1=2;jh
R
s iþ1=2;j ð29hÞ

According to Liang (2010), for a dry-bed application, a numeri-
cal technique is needed to preserve the well-balanced solutions.
For example, the bed elevation and the stage component of
Riemann states are locally and instantaneously modified by sub-
tractingΔz from the original values. AndΔz ¼ max½0; ðzb iþ1=2;j −
η̄Ls iþ1=2;jÞ� denotes the difference between the actual and fake water
surface level at the cell interface (iþ 1=2; j)

zb iþ1=2;j ← zb iþ1=2;j −Δz ð30aÞ

ηLs iþ1=2;j ← ηLs iþ1=2;j −Δz ð30bÞ

ηRs iþ1=2;j ← ηRs iþ1=2;j −Δz ð30cÞ

The bed slope term Skb is discretized using the method proposed
by Liang (2010). The procedure for the x-direction is outlined
below; that for the y-direction is similar

−gηs ∂zb∂x ¼ −gη̄s
�
zb iþ1=2;j − zb i−1=2;j

Δx

�
ð31Þ

where η̄s ¼ ðηRs i−1=2;j þ ηLs iþ1=2;jÞ.
Eq. (1) for the clear-water flow layer can be solved in a similar

procedure as Eq. (2).
The current numerical scheme is explicit and its stability is con-

trolled by the Courant-Friedrichs-Lewy condition. The time step is
given by

Δt ¼ Cr min

�
Δx

juwi;jj þ ðghwi;jÞ1=2
;

Δy

jvwi;jj þ ðghwi;jÞ1=2
;

Δx

jusi;jj þ ðghsi;jÞ1=2
;

Δy

jvsi;jj þ ðghsi;jÞ1=2
	 ð32Þ

Test Cases

A series of experimental cases are solved to verify the present 2D
double layer-averaged model, concerning turbidity currents attrib-
utable to lock-exchange and sustained inflow. In the present work, a
fixed uniform mesh is adopted, and the spatial step is sufficiently
fine to ensure mesh independence of the solution, i.e., essentially
equivalent solutions are obtained with an even finer mesh. The
Courant number Cr is 0.5 and bed porosity p ¼ 0.4 is adopted
for all the test cases.

Lock-Exchange Turbidity Currents

A series of experiments were conducted at the University of
Cambridge to enhance the understanding of the depositional
characteristics and front propagation of lock-exchange turbidity
currents, including 1D (Hallworth and Huppert 1998) and 2D
(Bonnecaze et al. 1995) cases. The present 2D double layer-
averaged model is tested against some of the experiments with
relatively low sediment concentrations, in which the turbidity cur-
rents can be considered as Newtonian fluids approximately. Here,
the 2D experimental axisymmetric turbidity currents by Bonnecaze
et al. (1995) are revisited. A plan view sketch of the flume is given
in Fig. 1. The flume consists of a rectangular part (0.038 m wide
and 0.306 m long) and a radial part (the width expands from 0.038
to 0.294 m within 1.83 m). A lock gate is placed at the center of the
rectangular part, which separates the flume-filled water-sediment
mixture on the left side and clear water on the right side. The initial
thickness of the turbidity volume and clear water is 0.14 m.
Turbidity currents are initiated by instantaneous vertical withdrawal
of the lock gate. The median diameter of the sediment was 37 μm,
and its density was 3,217 kg=m3. Three runs are conducted with
different initial sediment concentrations: cs0 ¼ 0.019, 0.01, and
0.005. Es is calculated using Eq. (12). The spatial steps Δx and
Δy are both 0.005 m. The bed roughness nb and the interface
roughness nw are determined by fitting to a measured front loca-
tion. It is found that nb ¼ 0.015 m−1=3 and nw ¼ 0.005 m−1=3 lead
to satisfactory agreements with measured data.

Fig. 2 shows the turbidity current front location against time and
the final deposit density plotted versus the radial distance, respec-
tively. The radial distance is measured from the ghost origin as in-
dicated in Fig. 1, which is set to be the intersection of the extended
walls of the radial flume. From Fig. 2, the computed advance of the
current front and the final deposition density by the present model
agree with measured values rather well.

When the lock gate is removed, the plunging of turbidity
volume leads to the formation of turbidity currents. The thickness
of the current decreases sharply with the propagation of the current.
Initially the turbidity current advances fast, but decelerates gradu-
ally in time [Fig. 2(a)]. The higher the initial sediment concentra-
tion, the faster the turbidity current propagates, and naturally more
sediment is deposited [Fig. 2(b)]. The final deposition density has a
maximum value near the ghost origin point and decreases asymp-
totically along the channel.

Fig. 1. Plan view sketch of experimental flume (adapted from
Bonnecaze et al. 1995, reproduced with permission)
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Lock-exchange turbidity currents are formed by the sudden
release of a fixed volume of turbid water, and driven by difference
in density from the ambient water, without any inflow at the up-
stream or outflow at the downstream boundary. Physically, double
layer-averaged models are generally applicable, though a single
layer-averaged model has been suggested to be approximately
workable in deep ambient water (Bonnecaze et al. 1993). Never-
theless, it is recognized that lock-exchange turbidity currents sub-
stantially differ from reservoir turbidity currents that are generally
controlled by both the upstream and downstream boundary condi-
tions. Thus the following test is warranted of the present model
against reservoir turbidity currents subject to sustained inflow
(and in some cases outflow) at a laboratory scale.

Turbidity Currents owing to Sustained Inflow

This subsection focuses on the turbidity currents attributable to sus-
tained inflow from the upstream, and in some cases subject to an
outflow at the downstream, in contrast to lock-exchange turbidity
currents considered above. Lee and Yu (1997) carried out a series of
experiments in a transparent flume of dimensions 20 × 0.2 × 0.6 m
and bed slope 0.02. A receiving tank was installed at the end of
sloping section. The suspended material was kaolin having a spe-
cific gravity of 2.65 and a mean particle size of 6.8 μm. During the
experimental process, the flume was first filled with clear water to
form a reservoir, and then open-channel sediment-laden flow was
released from the head tank. In most runs, the outflow discharge,
qout, was set equal to the inflow discharge, qin, whereas in some
other runs, qout was kept zero all the time or from some instant.
The inflow discharge and its sediment concentration were kept con-
stant in each run of the experiments.

To demonstrate the performance of the model, Series B and C
are revisited. Series B was performed to investigate the migration of
the plunge point and corresponding variations of the plunge crite-
ria, whereas Series C was designed to investigate the length of the
plunge region and the hydraulic characteristics of the turbidity cur-
rent over a long distance. The inflow conditions for all revisited
experimental runs are summarized in Table 1.

It is noted that the significant value of the systematic experi-
ments by Lee and Yu (1997) has not been sufficiently exploited

to support the development of analytical and computational models
for reservoir turbidity currents. Only one run (Series C-TC 8)
has ever been simulated with a vertical 2D model based on the
Reynolds-averaged Navier-Stokes equations and κ-ε turbulence
closure (Kassem and Imran 2001). In principle, the formation of
the turbidity current could be resolved by this model, which, how-
ever, was not explicitly evaluated. Also, the impacts of the outflow
as related to Series B-PP4 were not resolved at all, possibly because
the flow system becomes unsteady, and the computing cost is too
high. There has been a plethora of single layer-averaged models
(e.g., Choi 1998; Bradford and Katopodes 1999a, b; Sequeiros et al.
2009; Hu et al. 2012; Lai and Wu 2013), but none has been verified
against the observed data of Lee and Yu (1997).

For this modeling exercise, the computational domain consists
of the sloping section without including the receiving tank at the far
downstream end of the flume. It is assumed that the discharge at the
end of the sloping section is equal to the outflow discharge because
the receiving tank is rather short. At the inlet boundary, there was
no clear-water flow layer; and because the inflow discharge was
specified, the depth and velocity of the sediment-laden flow were
determined by the method of characteristics. A downstream boun-
dary condition is not required for the turbidity current because the
computation is automatically terminated once the current reaches
the downstream boundary. For the outlet boundary condition of
the clear-water flow layer, the depth and velocity were determined
by the method of characteristics because the outflow discharge was
specified. The spatial step Δx is 0.025 m. The bed roughness nb
and the interface roughness nw are first calibrated using measured
data from Series B-PP 1, and then directly applied for the other
cases. It is found that interface roughness nw ¼ 0.005 m−1=3 s
and bed roughness nb ¼ 0.015 m−1=3 s lead to satisfactory agree-
ments with measured data. Es is determined according to Eq. (12)
as ψ ranges between 4.0 and 20.0, which indicates partial erosion
and deposition. It is also found that the maximum value of bed
deformation is merely 3.4 × 10−5 m (not shown). Here, xp is the
distance between the plunge point and flume entrance; hp is the
current thickness at the plunge point, and Fp ¼ us=

ffiffiffiffiffiffiffiffiffiffi
g 0
php

p
is

the densimetric Froude number.

Fig. 2. (Color) Numerical solutions compared with measured data for
2D lock-exchange turbidity current: (a) front location; (b) final deposi-
tion density

Table 1. Summary of Inflow Conditions for All Revisited Experimental
Runs

Run

Series B

Run

Series C

Inflow conditions Inflow conditions

cm2=s 10−3 cm2=s 10−3

PP 1 23.5 3.71 TC 1 24.23 4.36
PP 2 42.25 3.71 TC 2 24.76 7.16
PP 3 70.56 2.51 TC 3 42.25 3.63
PP 4 85.10 2.00 TC 4 41.63 7.27
PP 5 86.74 3.86 TC 5 41.78 10.78
PP 6 100.21 3.27 TC 6 68.01 2.36
PP 7 86.01 5.61 TC 7 68.22 4.27
PP 8 99.64 4.98 TC 8 67.90 6.67
PP 9 101.20 6.60 TC 9 68.28 8.59
PP 10 134.46 4.85 TC 10 85.27 2.10
— — — TC 11 85.45 3.88
— — — TC 12 85.21 5.43
— — — TC 13 84.70 7.37
— — — TC 14 97.56 3.10
— — — TC 15 97.52 4.73
— — — TC 16 97.40 5.99
— — — TC 17 96.47 7.81
— — — TC 18 116.07 6.81
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Turbidity Current Formation and Propagation
Fig. 3 illustrates the formation and propagation processes of the
turbidity current with unit-width inflow discharge, 97.52 cm2=s,
and volumetric sediment concentration, 4.73 × 10−3, in relation to
Run TC 15 (Table 1). It is noted that upstream from the plunge
point, the interface is actually the water surface, characterizing that
there is no clear water flow, and thus the flow is essentially sub-
aerial open-channel sediment-laden flow. As the turbid water flows
forward, a separation becomes pronounced from the clear water
in the reservoir [Fig. 3(b)]. Then the sediment-laden flow plunges
to the bottom and begins to move as an underflow, i.e., turbidity
current [Figs. 3(c and d)], of which the upper boundary is indicated
by the interface. Succinctly, the formation process of reservoir
turbidity current is characterized by the transition from subaerial
open-channel sediment-laden flow to subaqueous turbid flow. At
this stage, the plunge point is unstable and still moves forward.
By t > 160 s approximately, the plunge point stabilizes, and the
current advances with a bulge-shaped head and elongated body.

It is noted that when the upper layer vanishes, Eq. (2) for
the lower layer reduces to a system of equations of a traditional
shallow water hydrodynamic and sediment model for open-channel
sediment-laden flows (e.g., Cao et al. 2011), which differs from
that of a single layer-averaged model for turbidity currents

(Hu et al. 2012). This exactly explains why the present double
layer-averaged model can resolve the formation process of reser-
voir turbidity current, characterized by the transition from open-
channel sediment-laden flow to subaqueous turbidity current.

To date, the authors are not aware of any previous layer-
averaged models that can resolve the formation process of the
turbidity currents attributable to sustained inflow, though system-
atic experimental observations have been available for long since
Lee and Yu (1997). Most plausibly, this is because the currently
available single layer-averaged models (e.g., Choi 1998; Bradford
and Katopodes 1999a, b; Sequeiros et al. 2009; Hu et al. 2012; Lai
and Wu 2013) simply do not have the capability of resolving the
interactions between the open-channel sediment-laden flow input
from the upstream and the ambient water in the reservoir, irrespec-
tive of whether the latter is static or flowing as dictated by the out-
flow in relation to the reservoir operation schemes. This is most
telling that the present double layer-averaged model is warranted
if the whole processes of reservoir turbidity currents are to be suf-
ficiently resolved. This is further demonstrated in the following
subsections, as compared against the observed data of Lee and Yu
(1997) and the analytical formulations of Dai and Garcia (2009)
and Li et al. (2011). Presented below are the characteristics at
the plunge point, the streamwise profiles of the thickness, mean

Fig. 3. (Color) Turbidity current formation and propagation (Series C-TC 15): (a) t ¼ 0 s; (b) t ¼ 40 s; (c) t ¼ 80 s; (d) t ¼ 120 s; (e) t ¼ 160 s;
(f) t ¼ 180 s
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velocity, and sediment concentration of the turbidity currents, and
the impacts of the outflow at the downstream.

Characteristics at the Plunge Point
Shown in Tables 2 and 3 are the parameters at the incipient and
stable plunge points for Series B and Series C, corresponding to
different inflow conditions. The analytical densimetric Froude
number solution at the incipient plunge point developed by Li et al.
(2011) is based on energy balance and includes the effects of the
bed slope, sediment concentration, and the discharge of the turbid-
ity current. Dai and Garcia (2009) analyzes the densimetric Froude
number at the stable plunge point by taking into account the bed
slope and inflow conditions. Tables 2 and 3 clearly illustrate that the
computed results match the measured data and analytical results
very well. It is shown that Fp at the incipient plunge point ranges
approximately between 0.9 and 1.0, whereas Fp at the stable plunge
point varies near 0.6. Thus, the incipient plunging occurs when Fp

equals 0.9 ∼ 1.0, and Fp reduces as the plunge point migrates
downstream. The plunge point finally reaches a stable condition,
where Fp equals 0.6. And the hp and Fp at the incipient plunge
point and xp, hp, and Fp at the stable plunge point increase with
the increase of inflow discharge, but decrease with the increase of

sediment concentration. This is primarily because larger discharge
or smaller sediment concentration corresponds to a smaller value of
Ri and thus induces more water entrainment.

Fig. 4 shows the computed relationship between hp and
ðq2p=g 0

pÞ1=3 for Series B, including those not only at the incipient
and stable plunge points, but also in between them. The theoretical
results at the incipient plunge point according to Li et al.
(2011) and at the stable plunge point according to Dai and Garcia
(2009) are also included. The two dash lines represent, respec-
tively, the incipient and stable plunge points, corresponding to
Fp ¼ 1.0 and 0.6 proposed by Lee and Yu (1997). Echoing
Tables 2 and 3, the computed results from the present model agree
with the analytical results based on Li et al. (2011) and Dai and
Garcia (2009) and also the observed data of Lee and Yu (1997)
rather well. Fig. 5 shows the temporal variation of the plunge point
location for three typical cases in Series B. It is seen that the lo-
cation of the stable plunge point and also the time from the incipi-
ent to stable plunge point are distinct as the inflow discharge and
sediment concentrations vary. For a specific case (Series B-PP 4),
the densimetric Froude number, Fp, decreases, and the plunge
depth, hp, increases with time, and eventually both reaches stable
values (Fig. 6).

Table 3. Parameters at Incipient and Stable Plunge Points (Series C)

Run

Incipient Stable

Fp xp hp Fp

Li et al. (2011) Computed Measured Computed Measured Computed Dai and Garcia (2009) Computed

TC 1 0.85 0.87 6.03 6.025 6.64 7.88 0.62 0.61
TC 2 0.89 0.90 5.52 5.50 5.62 6.43 0.64 0.63
TC 3 0.96 0.98 7.10 7.12 8.91 9.73 0.66 0.68
TC 4 0.95 0.94 6.29 6.31 7.17 7.94 0.65 0.67
TC 5 0.97 0.95 10.05 10.12 14.31 15.18 0.63 0.61
TC 6 0.99 0.96 10.05 10.12 14.31 15.18 0.63 0.61
TC 7 1.01 1.0 9.65 9.60 11.31 12.46 0.59 0.58
TC 8 0.98 0.99 8.05 8.03 10.53 11.13 0.65 0.62
TC 9 0.97 0.97 7.76 7.68 10.02 10.89 0.64 0.63
TC 10 0.99 0.96 11.24 11.26 17.04 17.85 0.66 0.65
TC 11 0.98 0.95 10.13 10.09 14.49 15.26 0.65 0.64
TC 12 1.02 1.03 9.46 9.56 12.97 13.69 0.64 0.66
TC 13 0.99 0.96 8.58 8.63 11.16 11.86 0.66 0.67
TC 14 0.98 0.97 10.96 10.98 16.51 17.20 0.67 0.65
TC 15 1.01 0.99 10.04 10.03 14.29 14.96 0.65 0.66
TC 16 0.99 0.98 9.55 9.68 13.18 14.29 0.67 0.64
TC 17 1.02 1.03 8.71 8.74 11.44 12.35 0.63 0.65
TC 18 0.99 0.96 9.68 9.78 9.68 10.03 0.67 0.65

Table 2. Parameters at Incipient and Stable Plunge Points (Series B)

Run

Incipient Stable

hp (cm) Fp hp (cm) Fp

Measured Computed Li et al. (2011) Computed Measured Computed
Dai and Garcia

(2009) Computed

PP 1 5.36 5.31 0.81 0.86 6.87 6.80 0.62 0.63
PP 2 7.40 7.37 0.96 0.97 9.28 9.39 0.65 0.62
PP 3 10.25 9.97 0.96 0.96 13.85 14.12 0.69 0.68
PP 4 12.56 12.48 1.02 1.03 17.15 17.25 0.64 0.64
PP 5 10.57 10.46 0.98 0.99 13.19 12.95 0.70 0.68
PP 6 13.54 13.63 0.95 0.97 16.32 16.40 0.72 0.69
PP 7 9.68 9.45 0.97 0.98 12.63 12.52 0.64 0.64
PP 8 12.84 12.43 0.97 0.99 14.37 14.60 0.66 0.67
PP 9 10.68 10.26 1.05 1.06 13.45 13.69 0.64 0.64
PP 10 12.68 12.38 0.94 1.03 18.09 17.95 0.68 0.67
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Nondimensional Profiles of Turbidity Currents
Fig. 7 shows the spatial variation of dimensionless current thick-
ness, velocity, and sediment concentration computed by the present
model along with measured data. Here, the data from Runs TC 5,
TC 8, TC 12, and TC 15 at two selected cross sections located at
11.3 and 13.3 m, respectively, from the inlet of the flume are con-
sidered. Because of water entrainment, the discharge of the turbid-
ity currents increases longitudinally and hence can be treated as an
index of the distance from the plunge point. The data at x ¼ 11.3 m
in run TC 5 are used as the reference values to nondimensionalize
the thickness, velocity, sediment concentration, and discharge of
the turbidity currents, which are represented by ĥs, ûs, ĉs and
q̂s, respectively. It is seen from Fig. 7 that because of water entrain-
ment, the thickness of turbidity currents increases longitudinally
and thus the velocity and sediment concentration reduce accord-
ingly. Overall, the observed nondimensional thickness, velocity,
and sediment concentration profiles of the turbidity currents are
well reproduced by the present model.

Impacts of Downstream Boundary Conditions on Turbidity
Currents
Fig. 8 illustrates the impacts of downstream boundary conditions
on the turbidity currents in relation to Series B-PP4. The impacts
are represented by variations in the plunge flow depth, plunge lo-
cation, and front location of the turbidity current. It is shown in
Fig. 8 that if the outflow is cutoff from the initial state, the plunge
point has not yet reached a stable state within the time period con-
sidered. Likewise, the stable plunge point becomes unstable as the
outflow is terminated at 4.33 min. As the outflow increases, the
water level in the reservoir will get lower. Most notably, an outflow
of clear water in the upper layer generally leads to a decrease in the
plunge depth [Fig. 8(a)], migration of the plunge location down-
stream [Fig. 8(b)], and acceleration of the propagation [Fig. 8(c)]
of the turbidity current, and vice versa. Physically, a clear-water
outflow facilitates a certain flow velocity of the upper layer, which
leads to less interface resistance [Eq. (6)] to the turbidity current
and reduced water entrainment [Eq. (8)].

From Figs. 4, 6, 7, and 8(a) and Tables 2 and 3, the computed
results by the present model agree with measured values rather
well, though subtle differences are spotted. This suggests that
the turbidity currents are reasonably well resolved by the present
model.

Fig. 6. (Color) Computed densimetric Froude number and turbidity
current thickness at plunge point compared with measured data
(Series B-PP4)

Fig. 7. (Color) Computed dimensionless turbidity current thickness,
velocity, and sediment concentration compared with measured data

Fig. 5. (Color) Temporal variation of plunge point location

Fig. 4. (Color) Computed turbidity current thickness at plunge point
compared with analytical formulations, with two dashed lines repre-
senting the incipient and stable plunge points according to Lee and
Yu (1997)
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Sediment Flushing Efficiency
It is interesting to evaluate sediment flushing efficiency of a reser-
voir. In general, it is defined as the ratio of the bulk sediment
volume, Vsi, input from the inlet of the reservoir to that (Vso) car-
ried away through the downstream boundary. Here, Vsi and Vso are
calculated by

VsiðtÞ ¼
Z

ðhsuscsÞ
inlet

dt ð33aÞ

VsoðtÞ ¼
Z

ðhsuscsÞ
outlet

dt ð33bÞ

It is noted that Lee and Yu (1997) focused on the turbidity
currents, whereas an evaluation of sediment flushing efficiency
was missing. In their experiments, no bottom outlet was placed for
sediment flushing at the downstream boundary (i.e., the end of the
sloping section of the experimental flume). Here the experimental
runs Series B-PP4 (Lee and Yu 1997) are extended to facilitate
numerical investigation of the impacts of reservoir operation on
sediment flushing. All the model parameters are kept the same as
used in the subsection just above (Fig. 8). It is assumed that at the
downstream boundary, there is a 4-cm-high bottom outlet on the
bed, which has a presumed maximum (unit-width) discharge of
42.55 cm2=s. When the turbidity current reaches the downstream

boundary, the bottom outlet is opened for sediment flushing,
whereas the total outflow discharge (including clear-water flow
and possibly turbidity current) remains the same as that in the
experiments by Lee and Yu (1997). At the downstream boundary,
before the arrival of the turbidity current, the depth and velocity of
the clear-water flow layer are determined by the method of char-
acteristics according to the total outflow discharge, because no
downstream boundary condition is needed for the turbidity current.
When the turbidity current has reached the bottom outlet, its respec-
tive discharge is equal to the maximum of the bottom outlet if the
upper surface of the turbidity current is level with or higher than
that of the bottom outlet; otherwise, it is equal to a proportion of the
maximum discharge of the bottom outlet calculated by the turbidity
current thickness relative to the height of the bottom outlet. If the
turbidity current is under a subcritical regime, its depth and velocity
are determined by the method of characteristics in line with its re-
spective outflow discharge (qs); otherwise, no downstream boun-
dary condition is needed. Meanwhile, the depth and velocity of the
clear-water flow layer are determined by the method of character-
istics based on its respective discharge (= qout − qs).

Fig. 9 shows the sediment flushing efficiencies for the ex-
tended cases adapted from Series B-PP4 of Lee and Yu (1997).
In general, sediment flushing commences as the turbidity current
reaches the bottom outlet, and the flushing efficiency increases
with time, which clearly requires sustained inputs of water and

Fig. 8. (Color) Impacts of downstream boundary conditions: (a) computed turbidity current thickness at plunge point compared with measured data;
(b) computed plunge location; (c) computed front location (Series B-PP 4)

© ASCE 04014069-11 J. Hydraul. Eng.

J. Hydraul. Eng. 2015.141.

D
ow

nl
oa

de
d 

fr
om

 a
sc

el
ib

ra
ry

.o
rg

 b
y 

N
at

io
na

l S
ci

en
ce

 L
ib

ra
ry

, C
A

S 
on

 0
9/

09
/1

5.
 C

op
yr

ig
ht

 A
SC

E
. F

or
 p

er
so

na
l u

se
 o

nl
y;

 a
ll 

ri
gh

ts
 r

es
er

ve
d.



sediment from the inlet. If the clear-water outflow is cutoff from
the initial state or after 4.33 min, the sediment flushing efficiency
decreases. Generally, the sooner the clear-water outflow is cutoff,
the less the sediment flushed out of the reservoir. Physically, the
clear-water outflow accelerates the propagation of the turbidity
current [Fig. 8(c)], which leads to an increase in the amount of
sediment flushed out and therefore enhanced sediment flushing
efficiency.

It follows that an appropriate clear-water outflow not only
favors the turbidity current propagation [Fig. 8(c)], but also is con-
ducive to improving sediment flushing efficiency (Fig. 9). This is
undoubtedly of significance for developing optimal sediment
management schemes for reservoirs on the Yellow River in China
and others worldwide, which suffer from severe sedimentation
problems. It adds to the current understanding of the effects of
distinct reservoir operation schemes on sedimentation mitigation
(Fan and Morris 1992a, b). Nevertheless, more detailed investiga-
tions are necessary to delimit quantitatively the impacts of reservoir
operation schemes on sediment flushing by means of turbidity
currents. This certainly holds for the Xiaolangdi Reservoir, for
which a case study is presented below. Particularly, it remains to
be unraveled if an excessive clear-water outflow would spoil the
turbidity currents that have already formed, as a result of Kel-
vin-Helmholtz instability.

Equally importantly, the impacts of the downstream boundary
conditions on turbidity currents are in essence substantiated by the
clear-water outflow through spillway and flood diversion, which is
usually determined by the reservoir operation scheme. These sig-
nificant impacts clearly tell that previous single layer-averaged
models (e.g., Choi 1998; Bradford and Katopodes 1999a, b;
Sequeiros et al. 2009; Hu et al. 2012; Lai and Wu 2013) are inad-
equate for applications in such cases because the clear-water flow is
not modeled at all. The advantage (enhanced capability) of the
present double layer-averaged model is evident.

Pilot Study of Large-Scale ProtoType Turbidity
Currents

In this subsection, the present model was applied in a pilot study
of the large-scale prototype turbidity currents in the Xiaolangdi
Reservoir, Yellow River in China. From June 19 to July 13, 2004,
a water-sediment regulation experiment was conducted to make
full use of the extra water storage to reduce sedimentation in

the Yellow River. During the whole experiment, two separate
turbidity current events were formed in the Xiaolangdi Reservoir
by releasing sediment-laden flows from the Sanmenxia and
Wanjiazhai Reservoirs. Here, the second event is revisited, because
field data show that the first turbidity current dissipated at approx-
imately 6.5 km upstream of the Xiaolangdi Dam (Li 2004; YRCC
2007) and thus is unsuitable for whole-process modeling. The
present pilot study covers the whole process of the turbidity
currents, from formation and propagation to recession, which is
distinct from work by Hu et al. (2012), which only modeled
the propagation of turbidity currents while neglecting the impacts
of the clear-water flow in the upper layer.

Case Description

This turbidity current occurred in the afternoon of July 7, approx-
imately 1 day after the end of the first event. Though indirectly, it
was generated because of the water release from the Wanjiazhai
Reservoir between July 2 and 7. When this water flow entered
the Sanmenxia Reservoir and thus increased its water storage,
the flow discharge at Sanmenxia increased to approximately
5,200 m3=s, which induced a second sediment-laden flood and
thus the second turbidity current in the Xiaolangdi Reservoir.
There are 56 cross sections in the 130-km-long main stream
between Sanmenxia and Xiaolangdi dams. And the impacts of
tributaries in between the two dams are tentatively neglected be-
cause they play a secondary role. The inflow discharge and its
sediment concentration, which are actually released from the
Sanmenxia Reservoir, are shown in Fig. 10 along with the outflow
discharge through the Xiaolangdi Dam. The inflow essentially re-
lates to a hyperconcentrated flood modulated by the Sanmenxia
Reservoir. The time t ¼ 0 h corresponds to 1:00 p.m., July 7,
when the flow discharge at Sanmenxia reached its peak value.
The computational time is 108 h (from 1:00 p.m., July 7 to
3:00 a.m., July 12). The total outflow discharge, Qout, comprised
of a clear water discharge, Qw, and when appropriate a discharge,
Qs, of the turbidity current, was kept constant and amounted to
2,700 m3=s. A total of 18 bottom outlets with the depth of 5 m are
distributed at different locations under the dam. The maximum
discharge for sediment flushing through the bottom outlets under
the Xiaolangdi Dam was 1,500 m3=s. At the upstream boundary,
the discharge was specified, and the velocity and depth of the sub-
aerial sediment-laden flow or clear-water flow were determined
by the method of characteristics. The downstream boundary

Fig. 10. (Color) Inflow discharge and sediment concentration along
with outflow discharge

Fig. 9. (Color) Sediment flushing efficiencies for extended cases
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conditions are implemented in a similar manner to those in the
subsection entitled “Sediment Flushing Efficiency.”

The initial bed topography is interpolated from 56 cross sections
surveyed in May 2004 (Fig. 11), because the bed morphology
immediately prior to the occurrence of the turbidity current was
not surveyed. Initially, there is no turbidity current on the river bed.
The following parameters are specified with reference to the back-
ground of the Xiaolangdi Reservoir: p ¼ 0.4, ρs ¼ 2,650 kg=m3,
and d ¼ 20 μm. Here, the spatial step of 25 m is adopted. Es is
calculated through Eq. (13) following Hu et al. (2012). The Courant
number, Cr, is set to be 0.4. The interface roughness, nw, adopted
is set to be 0.005 m−1=3 s, following the calibrated value for the
test cases related to the laboratory experiments described in the
previous section. The bed roughness, nb, and the correction coef-
ficient, α, need to be calibrated by fitting to the measured front
location. It is found that bed roughness nb ¼ 0.035 m−1=3 s and
correction coefficient α ¼ 30 lead to satisfactory agreement with
measured data. These calibrated parameters are appreciably dif-
ferent from those calibrated by Hu et al. (2012), which mostly
can be ascribed to the limitation that the motion of the upper
clear-water is not taken into account in the single layer-averaged
by Hu et al. (2012).

Advance of Turbidity Currents

Information on current advance can facilitate timely operation of
the bottom outlets under the dam so that sediment can be flushed
out of the reservoir (Fan and Morris 1992a). If the bottom outlets
are closed upon the arrival of the current, the turbidity currents may
lead to severe sedimentation, or alternatively, if the bottom outlets
are opened too early, stored water may be wasted. Shown in
Fig. 12 is the computed front location of the sediment-laden flow
(i.e., open-channel sediment-laden flow upstream from the plung-
ing point or the turbidity current downstream from the plunging),
measured along the course of the river. The measured data shown in
Fig. 12 correspond to the arrival time (approximately t ¼ 20 h ) of
the turbidity current at Xiaolangdi Dam. In Fig. 12, the computed
results with the fine grid (25 m) and a coarser grid (50 m) are in-
cluded. The difference between the two mesh resolutions is just
marginally discernible, which demonstrates that the 25-m-mesh
resolution is sufficiently fine (i.e., mesh independence of the
numerical solution is attained). From Fig. 12, the computed current

propagation with nb ¼ 0.035 and α ¼ 30 compares best with the
measured data. The advance of the turbidity current front is pri-
marily affected by the two parameters, nb and α. A faster advance
is generally obtained with a larger correction coefficient, α, and a
smaller bed roughness, nb. Physically, in relation to a larger cor-
rection coefficient, α, bed sediment entrainment increases
[Eq. (13)], which leads to a higher sediment concentration and thus
a larger driving force for the turbidity current. Therefore, it prop-
agates faster. The larger the bed resistance, as represented by nb, the
more energy the turbidity current dissipates, and thus it propagates
slower.

Whole Process of Turbidity Currents

Figs. 13 and 14 demonstrate the formation, propagation, and reces-
sion process of the turbidity current by virtue of the clear-water
layer thickness, hw, turbidity current thickness hs, and sediment
concentrations, cs, respectively, at four instants (t ¼ 4, 8, 20,
and 108 h). Also, Fig. 15 shows the whole process of the turbidity
current by means of the water surface, interface, and bed along the
thalweg.

As illustrated in Figs. 13(a and b), 14(a) and 15(b), the flow at
t ¼ 4 h is divided into two distinct sections, i.e., the open-channel
sediment-laden flow upstream and the clear-water flow down-
stream. At approximately t ¼ 6.6 h , the open-channel sediment-
laden flow advances to the cross section at approximately
x ¼ 38 km, characterized by an abrupt increase in longitudinal
bed slope (Fig. 11). Here, the turbid water plunges into the clear
water and begins to propagate as underflow, which marks the
formation of turbidity current. Alternatively, the plunge point is lo-
cated at roughly 56.5 km from the inlet along the course of the river,
as shown in Fig. 15(c). From Fig. 14(b), a current with relatively
high sediment concentration is formed, and the highest sediment
concentration occurs at the front.

After traveling approximately 13.5 h since its formation, the tur-
bidity current arrives at the Xiaolangdi Dam [Figs. 12, 13(e and f),
14(c) and 15(d)] and begins to be drained out through the bottom
outlets; the largest turbidity current thickness occurs at the narrow-
est cross section (at x ¼ 65 km and y ¼ 35 km approximately);
and the plunge point has hardly migrated downstream from the
plunging point at x ¼ 38 km [Fig. 15(d)]. As shown in Fig. 14(c),
the sediment concentration starts to reduce gradually except in the

Fig. 11. (Color) Contour of initial bed topography based on the survey
in May 2004

Fig. 12. (Color) Computed front location of sediment-laden flow com-
pared with measured data
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section close to the inlet where sediment-laden flow continues to be
released (Fig. 10).

After being vented through the bottom outlets for approxi-
mately 88 h, the thickness of the turbidity current [Fig. 13(h)]
and sediment concentration [Fig. 14(d)] have decreased consider-
ably, along with a significant movement of the plunge point to
the downstream [Fig. 15(f)]. This clearly reflects a state of reces-
sion of the turbidity current. It is rational to anticipate that the
turbidity current would finally recede if clear water continues
to be released at the Sanmenxia Reservoir, and the turbidity cur-
rent is allowed to flush through the bottom sluice gates under the
Xiaolangdi Dam.

These observations, alongwith the reasonable agreement with ob-
served data for the turbidity current advance, suggest that the present

model with properly specified parameters can properly resolve the
whole process of turbidity currents in Xiaolangdi Reservoir.

Bed Deformation and Sediment Mass Conservation

Fig. 16 shows the bed scouring depth, defined as zbðx; y; 0Þ−
zbðx; y; tÞ. The turbidity current appears to be erosive during the
early stage, as indicated by the positive values of the bed scouring
depth [Figs. 16(a and b)]. This is a clear manifestation of the
occurrence of bed scour. Physically, this is attributable to the rather
high discharge and sediment input released at the Sanmenxia
Reservoir combined with the discharge through the Xiaolangdi
Dam (Fig. 10). As the inflow discharge and sediment concentration
decrease gradually, bed aggradation occurs during the course of the

Fig. 13. (Color) Distributions of turbidity, current thickness, and clear-water thickness: (a) hw at t ¼ 4 h; (b) hs at t ¼ 4 h; (c) hw at t ¼ 8 h;
(d) hs at t ¼ 8 h; (e) hw at t ¼ 20 h; (f) hs at t ¼ 20 h; (g) hw at t ¼ 108 h; (h) hs at t ¼ 108 h
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turbidity current propagation toward the dam [Figs. 16(c and d)].
By t ¼ 108 h, the whole domain of the Xiaolangdi Reservoir sees
bed aggradation, except locally narrow reaches [Fig. 16(d)].

For turbidity currents in an ocean environment, it has been sug-
gested that self-accelerating mechanism exists (Parker et al. 1986).
Specifically, the current entrains sediment from the bed, which
leads to a higher sediment concentration, and thus a larger differ-
ence in its density from the ambient water. This essentially corre-
sponds to an increase in the driving force for the current. Then, the
current accelerates, and picks up more sediment from the bed,
which further accelerates the current. Therefore, a self-reinforcing
cycle is established. This mechanism cannot be precluded for the
reservoir turbidity current in question, because the influence of the
coefficient α in relation to bed sediment entrainment [Eq. (13)] is
marginally detectable (Fig. 12). Nevertheless, it is hard to isolate
the effect of the self-accelerating mechanism from the control of
the up- and downstream boundary conditions in the reservoir. This
is also the case for the effect of sediment deposition out from the
turbidity currents, which is opposite to the influence of the self-
accelerating mechanism. Fortunately, all of those are properly
incorporated in the present fully coupled model.

An evaluation of the global sediment mass conservation is
certainly warranted because it can reveal not only the bulk aggrada-
tion or degradation in the Xiaolangdi Reservoir along with sediment
flushing efficiency, but the performance of the present model. It
accounts for the budget of the sediment that enters the Xiaolangdi
Reservoir from the release at the Sanmenxia Reservoir, is flushed out
at the Xiaolangdi Reservoir by means of turbidity current, and also
the sediment content within the flow. For this purpose, the volume,
VscðtÞ, of the sediment contained within the flow is calculated by

VscðtÞ ¼
ZZ

hscsdxdy ð34Þ

and the volume of the sediment attributable to bed erosion or
deposition by VsbðtÞ

VsbðtÞ ¼ ð1 − pÞ
ZZ

½zbðx; y; 0Þ − zbðx; y; tÞ�dxdy ð35Þ

The volume, VsiðtÞ, of the sediment input from the upstream,
and that, VsoðtÞ, carried away through the bottom outlets are,
respectively

VsiðtÞ ¼
ZZ

ðhsuscsÞ
inlet

dydt ð36aÞ

VsoðtÞ ¼
ZZ

ðhsuscsÞ
outlet

dydt ð36bÞ
The bulk mass conservation of the sediment phase provides that

the residual sediment volume

Rs ≡ VsiðtÞ − VsoðtÞ þ VsbðtÞ − VscðtÞ þ Vscð0Þ ¼ 0 ð37Þ
In a perfect case, Rs should vanish, but in general it does not
because of numerical errors. It is an important indicator of the per-
formance of a numerical model in the sense of mass conservation.
A positive value of VsbðtÞ indicates bulk degradation, and the re-
verse demonstrates a bulk aggradation.

The volumes of sediment input from the upstream boundary
(Vsi), carried away through the bottom outlets (Vso), scoured from
or deposited at the bed (Vsb), and contained within the flow (Vsc)
along with their residuals (Rs) are illustrated in Fig. 17. It is dem-
onstrated that by t ¼ 18 h, there is no sediment flushed out from the
reservoir (Vso ¼ 0) because the turbidity current has not yet arrived
at the bottom outlets. Before t ¼ 18 h, the sediment volume con-
tained within the flow (Vsc) exceeds the sediment input from up-
stream (Vsi), thus the sediment scoured from bed is considerable
(Vsb > 0), echoing the occurrence of bed scour as illustrated in
Figs. 16(a and b). Along with the gradual reduction of the sediment
input rate, both Vsc and Vsb decrease, and especially Vsb reduces to
be negative, which indicates a shift from bulk degradation to
bulk aggradation in the Xiaolangdi Reservoir. At approximately
t ¼ 20.5 h, because of the arrival of the turbidity current, the bottom
sluicing gates under Xiaolangdi Dam are opened for sediment

Fig. 14. (Color) Distributions of volumetric sediment concentration: (a) t ¼ 4 h; (b) t ¼ 8 h; (c) t ¼ 20 h; (d) t ¼ 108 h
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flushing, inducing sediment output. After t ¼ 60 h, the sediment in-
put rate becomes stable, Vso increases gradually, Vsc is little
changed, whereas Vsb decreases further, characterizing continuous
bulk aggradation. At t ¼ 108 h, approximately 1.173 × 107 m3 of
sediment has been flushed downstream by means of the turbidity
current, whereas the bulk aggradation in the Xiaolangdi Reservoir
amounts to 1.196 × 107 m3, which are, respectively, equivalent to
37.47 and 38.2% of the sediment input from the Sanmenxia Reser-
voir. The sediment flushing efficiency (37.47%) of this particular
turbidity current is consistent with the empirical range (18–36%)
for the Sanmenxia Reservoir (Fan and Morris 1992b) immediately

upstream the Xiaolangdi Reservoir. Yet this sediment flushing effi-
ciency is considerably lower than others that can be more than 60%
(Fan and Morris 1992b). Echoing the observations (Figs. 8 and 9)
derived from the computational tests in relation to the laboratory ex-
periments by Lee andYu (1997), further investigations are necessary
to optimize the reservoir operation scheme in line with differing in-
flow and sediment inputs so that the sediment flushing efficiency can
be maximized.

There has been no estimate of the bulk aggradation during
the period of this particular turbidity current to confirm the present
modeling in this regard. Yet according to YRCC (2007), the bulk

Fig. 15. (Color) Water surface, interface and bed profiles along the thalweg: (a) t ¼ 0 h; (b) t ¼ 4 h; (c) t ¼ 8 h; (d) t ¼ 20 h; (e) t ¼ 36 h;
(f) t ¼ 108 h
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aggradation was approximately 6.0 × 107 m3 over two months,
during which two turbidity current events occurred, and the first
(from 6:00 p.m., July 5 to 7:00 p.m., July 6, 2004) did not manage
to reach the Xiaolangdi Dam, and, therefore, the sediment released
from the Sanmenxia Reservoir entirely deposited on the bed.
Because this information and also that tributary contributions have
been neglected in the present modeling, the amount of bulk aggra-
dation (1.196 × 107 m3) in connection with the particular turbidity
current studied herewith is reasonable. Equally notably, the bulk
residual (Rs) of sediment in the Xiaolangdi Reservoir is very small
(Fig. 17) compared with the sediment volumes scoured from or
deposited at the bed, input from the upstream or output through
the bottom outlets. More specifically, the ratio of the residual,
Rs, to Vsi is only 1.61%. This further confirms the excellent

performance of the present model to resolve reservoir turbidity
currents.

Conclusions and Remarks

A new 2D double layer-averaged model is developed, facilitating
for the first time whole-process modeling of reservoir turbidity cur-
rents over erodible, irregular bed. Unsteady inflow discharge and
sediment inputs and outflow hydrographs can be readily incorpo-
rated. It has been demonstrated to perform very well compared with
a spectrum of laboratory experiments and rather satisfactorily in
comparison with field data collected in the Xiaolangdi Reservoir,
Yellow River in China. This work facilitates a viable and promising
tool for the whole-process modeling of reservoir turbidity currents,
in support of reservoir sediment management.

Computational tests using the present model reveal that an
appropriate clear-water outflow is favorable for the propagation
of turbidity currents, and also conducive to enhancing sediment
flushing efficiency. This is significant for optimal operations of
reservoirs suffering from sedimentation problems. However, it re-
mains to be determined if an excessive clear-water outflow would
spoil the turbidity currents that have already formed as a result of
Kelvin-Helmholtz instability. Further investigations are necessary
to delimit quantitatively the impacts of reservoir operation schemes
on sediment flushing by means of turbidity currents.

Uncertainty of the model primarily arises from the estimations
of the interface and bed resistances and bed sediment entrainment,
which certainly warrant systematic fundamental investigations of
the mechanisms of turbidity currents. Uncertainty can be dealt with
by empiricism that can be accrued through practice using more
measured datasets. In its present form, the double layer-averaged
model is confined to single sized sediment transport, whereas prac-
tically sediments in turbidity currents may be heterogeneous. Also,
turbidity currents with high contents of fine sediments may behave
as nonNewtonian fluids, which necessitate physically improved

Fig. 16. (Color) Distributions of bed scouring depth: (a) t ¼ 4 h; (b) t ¼ 8 h; (c) t ¼ 20 h; (d) t ¼ 108 h

Fig. 17. (Color) Sediment volumes input from the upstream, output
through bottom outlets, scoured from or deposited at the bed, contained
within the flow and their residual
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constitutive relationships to be incorporated in the model. These are
reserved for future studies.
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Notation

The following symbols are used in this paper:
Cr = Courant number (-);
cb = local near-bed concentration (-);
cs = volumetric sediment concentration of the turbidity

current layer (-);
d = medium sediment particle diameter (m);
E = vector defined in Eq. (3);

E, D = sediment entrainment and deposition fluxes
respectively (m s−1);

Es = near-bed concentration at capacity condition;
Ew = mass exchange flux of clear water between the two

layers (m s−1);
ew = coefficient for mass exchange of clear

water (-);
F = vector defined in Eq. (3);
Fp = densimetric Froude number at plunge

point (-);
G = vector defined in Eq. (4);
g = gravitational acceleration (m s−2);
g 0 = submerged gravitational acceleration (m s−2);
H = vector defined in Eq. (4);
hp = plunge depth (m);
hs = depth of turbidity current layer (m);
hw = depth of clear-water flow layer (m);
i, j = spatial node indexes;
k = index denoting the time step;
nb = bed roughness (m−1=3 s);
nw = interface roughness (m−1=3 s);
p = bed sediment porosity (-);
q = index denoting the auxiliary time step;

qsx, qsy, qc = conservative variables in Eq. (4);
qwx, qwy = conservative variables in Eq. (3);

Rb, Rf , Re = source terms for the clear-water flow layer;
Ri = Richardson number (-);
Rs = residuals of sediment conservation (m3);
rb = empirical coefficient (-);

Sb, Sf, Se = source terms for the turbidity current layer;
s = specific gravity of sediment (-);
T = vector of conserved variables of the clear-water

flow layer;
t = time (s);
U = vector of conserved variables of the turbidity

current layer;
Ūs = resultant velocity of the turbidity current layer

(m s−1);
Ūws = resultant velocity difference between two layers

(m s−1);
us, vs = mean velocities of the turbidity current layer in

x- and y-directions (m s−1);
uw, vw = mean velocities of the clear-water flow layer in

x- and y-directions (m s−1);
u∗, v∗ = friction velocity in x- and y-directions (m s−1);

VsiðtÞ, VsoðtÞ, VsbðtÞ, VscðtÞ = sediment volumes input from the
upstream, output through bottom outlets, scoured
from or deposited at the bed, contained within the
flow, respectively (m3);

ν = kinematic viscosity of water (m2 s−1);
x, y = horizontal coordinates (m);
xp = distance between the plunge point and flume

entrance (m);
zb = bed elevation (m);
α = correction coefficient (-);

Δt = time step (s);
Δx, Δy = spatial step in x- and y-directions (m);

η = water surface elevation (m);
ηs = interface elevation (m);

ρc, ρ0 = densities of water-sediment mixture and saturated
bed (kgm−3);

ρw, ρs = densities of water and sediment, respectively
(kgm−3);

τbx, τby = bed shear stress in x- and y-directions (kgm−1 s−2);
τwx, τwy = interface shear stress in x- and y-directions

(kgm−1 s−2);
ψ = parameter in Eq. (12) (-); and
ω = settling velocity of a single sediment particle in

tranquil clear water (m s−1).
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