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Abstract
Cutting is a ubiquitous process in nature and man-made systems. Here we 
demonstrate that, based on morphological patterns observed in experiments, 
the friction behaviour of metal cutting exhibits a criticality with cutting 
speed as a tuned parameter. The corresponding stick-slip events can be 
described by a power law distribution. A dynamic thermo-mechanical model 
is developed to investigate how such a tuned criticality occurs. It is shown 
that, in terms of the linear stability analysis, stick-slip friction is due to 
the thermo-mechanical instability and dynamical interaction between shear 
dissipation and nonlinear friction. Moreover, there is a secondary transition 
from a criticality state to a limit cycle that is dominated by the inertia effect, 
which is similar to the frequency lock phenomenon in a forced Duffing 
oscillator.
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1. Introduction

Metal cutting is an important material processing method that has drawn attention over the 
past few decades [1]. Since the tool-chip friction directly affects the surface finish and tool 
wear, it has been extensively studied in previous works [2]. The traditional cutting theory has 
played a significant role in the development of machining technology [3, 4]. Due to the 
complexity of contact conditions, however, a full understanding of the physics behind cutting 
friction has not been developed. Friction in a metal cutting process involves the interaction 
between two contact surfaces, plastic shear stress dissipation, and mass and energy transfer. 
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It is shown that as cutting speed increases, nonlinear phenomena emerge in a metal cutting 
process such as stick-slip friction [5] and friction chatter [6].

The stick-slip friction refers to a jerky motion along two contact surfaces, which is con-
sidered as a kind of friction instability [7]. Such a phenomenon is widely observed in seismic 
fault dynamics [8] and amorphous material deformation [9]. In metal cutting as illustrated in 
figure 1, there are two main nonlinear responses: the intensive shear deformation in primary 
shear zone (PSZ) and friction in tool-chip interface that is defined as secondary shear zone 
(SSZ). It is shown that, at a higher cutting speed, morphological patterns of chips change 
from continuous to segmented ones. This is mainly due to the repeated adiabatic shear bands 
in PSZ [10, 11]. Meanwhile, the stick-slip friction also appears on the tool-chip interface 
in SSZ [12]. Thus, high-speed metal cutting is a multiple interaction, non-equilibrium sys-
tem, strain rate effect is significant during that condition [13]. There is evidence that PSZ 
has an influence on SSZ [14]. In our experiments, we find out that the stick-slip traces on 
chips follow a power law scaling property. Under a specific speed range, friction slips in a 
cutting system exhibits a similar size distribution to the morphological behaviour of crack 
front propagation [15]. It is also shown that, acoustic emission signals in scratching super-
hard coatings, a process that resembles to metal cutting, yield a power law distribution [16]. 
These similarities imply that the metal cutting process might evolve to a criticality state due 
to interactions between external loading and internal energy dissipation [17]. However, the 
power law scaling in metal cutting is more likely a speed-tuned criticality rather than a self-
organized criticality [18, 19].

As is well known, the critical phenomena that are frequently observed in multi-dimensional 
dynamical systems are plenty in nature, for example, from fibre bundles [17] at large scales 
to microcrack coalescence [20] at small scales. In this paper, we pay attention to morphologi-
cal patterns observed in tool-chip interface friction and their statistical properties under the 
orthogonal cutting condition. The paper is organized as follows. In section 2, we first describe 
the experimental setup in details and present several typical results under different cutting 
speeds. Then, to elucidate the mechanism of a speed-tuned criticality in the metal cutting pro-
cess, we propose a thermo-mechanical coupled dynamical model with stability analysis and 
numerical simulations in section 3. Finally, a comparison with previous studies is discussed 
and the conclusion is given in section 4.

Figure 1. Schematic of a metal cutting system.
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2. Experiment

2.1. Experimental setup

Experiments were carried out on a split Hopkinson pressure bar. By using a specially designed 
device, the cutting speed can change from 3 to 13 m s−1 [21].

As illustrated in figure 2(a), the cutting tool (uncoated P10 carbide) is fixed on the pro-
jectile. The tool rake angle is 0º and the clearance angle is 5°. After cutting, the tool hits a 
transmitter bar and the latter is stopped by a shock absorber. The cutting speed was measured 
by using laser detectors and an electronic time counter. Ti-Al6-V4, a typical hard machining 
material, was used as the specimen with the form of a rectangular plate made by electrical 
discharge machining, as seen in figure 2(b). During the orthogonal cutting, the same depth of 
100 μm was controlled with different driving velocities because our focus is on the morphol-
ogy evolution of chips. In the case of a lower machining speed between 0.03 and 3 m s−1, an 
ordinary lathe was applied with the same material and cutting tool.

2.2. Experimental results

By using a high-resolution scanning electron microscopy, morphologies of collected chips 
were examined on their free surfaces and tool-chip frictional interfaces. As shown in figure 3, 
these patterns transfer from steady sliding to stick-slip as the cutting speed increases.

In the case of a cutting speed lower than 1 m s−1, the tool-chip interface is relatively smooth; 
while in a higher cutting velocity (see figure 3(c)), a typical stick-slip pattern can be observed. 
It implies that the cutting friction process is intermittent, with a slow build-up and then an 
avalanche. The slip-length becomes regular as the cutting speed increases. In figure 3(e), it is 
seen that the shear displacement on front chip surface is roughly the same as the stick-slip fric-
tional trace at tool-chip interface. These synchronous patterns indicate that the strong mutual 
influence exists between shear bands and friction in metal cutting. It is such an interaction that 
plays a key role in the occurrence of a speed-tuned criticality during metal cutting.

Since the magnitude of a stress drop can be characterized by its slip-length in a stick-slip 
process, statistical analysis was performed on the slip-length distributions at different cutting 
speeds. Here, the slip length was determined by the size of a smooth area left by fast sliding 
of cutting chips after a stick stage (see figure 3).

As shown in figure 4, there are four groups based on their slip-length distributions. It is 
obvious that, at a lower cutting speed of 3 m s−1, there is a decreasing, long-tail distribution. 
As the cutting speed increases, however, it gradually turns into a positively skewed distribu-
tion at 5 m s−1, and then a normal distribution at 10 m s−1. To avoid statistical fluctuations 
induced by arbitrarily chosen segments, a cumulative probability distribution was adopted in 
data analysis.

By fitting the data as shown in figure 5, the cumulative probability of slip events at 3 m s−1 
can be described by a power law with an exponential cutoff, that is

(> ) ∞ (− *)γ−P s s s s    exp / , (1)

where s is the slip-length, s* = 104.4   ±   1.9 μm is the characteristic cutoff length, and γ = 
0.44   ±   0.02 is the power exponent. In contrast, in the case of 10 m s−1, the cumulative distri-
bution can be well fitted by an exponential function

(> ) ∞ (−( *) )P s s s   exp / ,2 (2)

with the characteristic (or average) slip-length s* = 74.5   ±   0.7 μm.
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3. Theoretical analysis

3.1. Nonlinear dynamic model

To build up a simple and effective model, let us first consider the modelling of PSZ. As shown 
in figure 6, two highly localized zones (PSZ and SSZ) carry nearly all the deformation in a 
cutting process [22]. Thus, it is assumed that deformation only occurs in local zones of PSZ 
and SSZ.

As illustrated in figure 7(a), the length of PSZ is marked as l1, the width of PSZ is h and w 
is the width of a chip perpendicular to the schematic. The equilibrium equation along the shear 
direction can be represented as

∫ ∫τ σ θ α τ θ α= [ ( − ) + ( − )]
τ

l yd cos sin d ,
h

0
1 1

0
2 2

1

 (3)

where θ is the shear angle, α is the tool rake angle, σ2 is the compressive stress caused by the 
cutting tool, τ1 is the shear stress in PSZ, and τ2 is the shear stress at the tool tip. As shown in 
figure 7(a), the shear stress τ1 in PSZ is believed as a linear distribution [23], because near the 
un-deformed region, there is no shear stress. While on the top of PSZ, shear stress builds up 
to its maximum due to the high σ2 near the tool tip zone. Here, friction in SSZ is divided into 
two parts: sticking and sliding zones. Near the tool tip region, friction is assumed as static, 
and in the sliding zone, it can be modelled by Bowden and Tabor’s theory [24]. So the friction 

Figure 2. (a) Illustration of the experiment setup based on a split Hopkinson bar and 
(b) the tool and specimen holder.
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Figure 3. Friction patterns on the tool-chip interface at different cutting speeds of (a) 
0.8, (b) 3, (c) 5, and (d) 10 m s−1, where slip length is marked with black arrow. (e) The 
comparison between the saw teeth on the free surface and stick-slip friction traces on 
the tool-chip interface.
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condition at the tool tip can be presented as τ μ σ= s2 2, where μs is the static friction coefficient. 
Then, based on the local deformation zones developed by Burns and Davies [25], the shear 
stress evolution is obtained by the time differentiation of the equilibrium equation, that is

τ θ α μ θ α
γ

= [ ( − ) + ( − )]
−

t
E

V h

l

d

d
cos sin

˙
,s

1 1

1
 (4)

where E is the elastic modulus, V is the cutting speed, and γ̇1 is the shear strain rate. Here, the 
compressive stress σ2 is induced by the velocity difference between the cutting tool and shear 
deformation in PSZ [26]. Initially, there is little deformation in a cutting specimen and γ =˙ 01 , 
but σ2 quickly builds up. Once a shear band is activated in PSZ, i.e. γ >˙ 01 , the compressive 
stress σ2 starts to unload.

Next, let us focus on the SSZ or the main contact region. As shown in figure 7(b), the motion 
equation along the sliding direction can be obtained according to the balance of momentum. 
Here, the problem is how to model the tool-chip tribological condition [27]. According to the 
Bowden and Tabor’s friction model [24], the friction force in SSZ can be characterized as τ Ar2 , 
with τ2 the shear stress in SSZ and Ar the real contact area. Due to the high normal stress [28], 
Ar is approximately equal to A [29]. Thus, the motion equation can be written as

ρ σ θ α τ θ α τ= [ ( − ) − ( − )] −l l w
y

t
l w A

d

d
cos sin ,1 2

2

2 1 1 1 2 (5)

where σ1 is the compressive stress in PSZ, which is also induced by the velocity difference and 
can be calculated by σ θ α= ( ⋅ − )E t V y lsin /cos /1 2, y td /d2 2is the acceleration of SSZ, and ρ is 

Figure 4. Distribution of the slip number N(s) with the slip-length of s at different 
cutting speeds of (a) 3, (b) 5, (c) 7, and (d) 10 m s−1.
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the density of material. In equation (5), the left side represents the inertia term of a chip and 
its right side is the resultant force.

To describe the temperature evolution of a cutting process, according to the first law of 
thermodynamics, we have

δ δΔ = +U Q W˙ ˙ ˙ , (6)

where ΔU̇ is the rise of internal energy per unit time and per unit volume, and ρΔ = ΔU c˙ T

t

d

d

with c the specific heat of a material and ΔT the temperature rise in the control volume. The 
first term δQ̇ on the right side of equation (6) represents the heat flux, which is governed by 
convection and conduction, and the last term δẆ  is the rate of plastic work.

Figure 5. The cumulative probability distribution between the slip number and length 
at (a) 3 mm s−1 and (b) 10 m s−1, where the former can be fitted by a power law with an 
exponential cutoff and its power exponent γ = 0.44   ±   0.02, and the latter is fitted by an 
exponential law.
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In PSZ, since the shear band occurs in a very narrow region and its nucleation and evolu-
tion is fast under high speed cutting condition, the shear process in PSZ is supposed to be adi-
abatic. So we have δ =Q̇ 0. Thus, the temperature evolution equation in PSZ can be written as

ρ βτ γ=c
T

t

d

d
˙ ,1

1 1 (7)

where T1 is the temperature in PSZ, and β is Taylor-Quinney coefficient (for simplicity, β = 1 
is chosen here). The left side of the equation is the internal energy rise in PSZ, while the right 
side is the plastic work dissipated.

Figure 6. Parts of chip at a cutting speed of 3 m s−1, where the highly localized 
deformation regions (PSZ and SSZ) are marked with red circles. The arrow refers to the 
chip sliding direction.

Figure 7. The stress equilibrium diagrams in (a) PSZ and (b) SSZ.
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In contrast to PSZ, the temperature evolution in SSZ is much more complicated. In consid-
eration that SSZ includes a part of PSZ and through it, materials enter into SSZ, the internal 

energy rise in SSZ is written as ρΔ = ( − )U c˙ T T

t

d

d
2 1 , where T2 is the temperature of SSZ. The 

convection in SSZ induced by chips slides out and takes the heat away from the control vol-
ume, which can be approximated by the first order upstream scheme. Due to tiny deformation 

regions, it can be written as ρ− θ
α

−cV2 T T

h

sin

cos
2 0 , where h is the width of SSZ, which is assumed 

as the same order of PSZ. Based on the central difference scheme, the heat conduction that is 

governed by the Fourier’s law has the form of κ− −8 T T

h
2 0

2 , with T0 the temperature in a nearby 

un-deformed area and κ the thermal conductivity. The negative sign of these two terms indi-
cates that heat flows out of the control volume since the deformed area is a high temperature 
heat source. The plastic work induced by friction can be represented as δ τ γ=Ẇ ˙2 2, where γ̇2 is 
the equivalent shear strain rate in SSZ that is defined as y h˙/ , with ẏ the sliding speed. Finally, 
the energy equation of SSZ can be written as

ρ ρ θ
α

κ τ γ( − ) = − − − − +c
T T

t
cV

T T

h

T T

h

d

d
2

sin

cos
8 ˙ .2 1 2 0 2 0

2 2 2 (8)

Here, it is worth noting that the same as PSZ, all the plastic work is assumed to convert 
into heat in SSZ.

The plastic flow under a high strain rate is a complicated and thermo-mechanical coupled 
behaviour [30]. For simplicity, we only consider strain-rate hardening and thermo-softening 
effects in the constitutive relationship [31], that is

⎛

⎝
⎜

⎞

⎠
⎟τ τ

γ
γ

= + ( − )a T1 ln
˙

˙
1 ,y

2

0
2 (9)

where τy is the yield stress, a is the strain-rate hardening coefficient, γ̇0 is the reference strain 
rate, and T is the dimensionless temperature defined as ( − ) ( − )T T T T/2 0 m 0 , with −T Tm 0 the 
reference temperature. Here Tm and T0 are the specimen melting temperature and un-deformed 
area temperature, respectively.

Based on equations (5)  −  (8), a set of governing equations of a total cutting process can be 
obtained. After simplification, the governing equations are

⎡
⎣⎢

⎤
⎦⎥ρ θ α θ α τ θ α τ= ( ⋅ − ) ( − ) − ( − ) −l l w

y

t

E t V y

l
l w A

d

d

sin /cos
cos sin ,1 2

2

2
2

1 1 2

 (10)

τ θ α μ θ α
γ

= [ ( − ) + ( − )]
−

t
E

V h

l

d

d
cos sin

˙
,s

1 1

1
 (11)

ρ ρ θ
α

κ τ γ τ γ= − − − − + ( + )c
T

t
cV

T T

h

T T

h

d

d
2

sin

cos
8 ˙ ˙ .2 2 0 2 0

2 2 2 1 1 (12)

To make these equations self-consistent, a geometrical condition is needed. According to the 
velocity diagram, shear and sliding velocities have the relationship of θ α=V V sin /cossliding shear  
[32]. Thus, the strain rate consistent condition is

γ γ θ
α

=˙ ˙
sin

cos
.2 1 (13)
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3.2. Linear stability analysis

To investigate the stability of a cutting system, let us introduce the following dimensionless 
variables

̂ ̂τ τ
τ

τ τ
τ τ

γ
γ

γ
γ

= = = −
−

= = = =T
T T

T T
t

EV

l
t y

y

l V h V h
ˆ , ˆ , ˆ , ˆ , ˆ , ˙

˙

/
 and  ˙

˙

/
.

y y y
1

1
2

2
2

2 0

m 0 1 2
1

1
2

2

 

(14)

Considering the real cutting conditions in experiments, the tool rake angle is α = 0°. Then 
we can rewrite the governing equations (10)  −  (12) in their non-dimensional forms as

θ τ θ τ= − − −y

t

t yd ˆ

dˆ

ˆ ˆ

Da
cos

ˆ

Da
sin

ˆ

Da
,

2

2
1 2 (15)

̂τ γ= ( − )
t

m
dˆ

dˆ
1 ˙ ,1

1 (16)

̂ ̂θ ξ ξ ξη τ γ τ γ= − ⋅ − + ( + )T

t
T T

d ˆ

dˆ
2 sin ˆ 8

Pe
ˆ ˆ ˙ ˆ ˙ .2

2 2 1 1 2 2 (17)

Here, the governing equations have a steady-state solution in the case of

τ= = =y

t t

T

t

d ˆ

dˆ
dˆ

dˆ
d ˆ

dˆ
0,1 2 (18)

and their corresponding steady state solutions are indicated as *y , τ*1 and *T2 . Introducing a 
small perturbation to their solutions, that is

⎛

⎝

⎜
⎜⎜

⎞

⎠

⎟
⎟⎟

⎛

⎝

⎜
⎜⎜

⎞

⎠

⎟
⎟⎟

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟τ τ

δ
δτ
δ

=
*
*
*

+ λ
y

T

y

T

y

T

ˆ
ˆ
ˆ

e ,t1

2

1

2

1

2

 (19)

and retaining the linear terms, we can obtain a linearization governing equation as

⎛

⎝

⎜
⎜⎜

⎞

⎠

⎟
⎟⎟

τ =J

y

T

ˆ
ˆ
ˆ

0,1

2

 (20)

where J is the Jacobian matrix, with the form of

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜⎜

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟⎟

̂

̂

λ θ

τ
γ

θ τ

θ
α

ληξ

τ
θ

τ θ

θ τ
γ

ηξ
θ

λ ξ θ ξ

ηξ θ τ

=

+

+ ∂
∂

∂
∂

−

*
+ *

+ ∂
∂

−
+ +

− ∂
∂

J

T

m

T

cos

Da
1

Da

ˆ

˙

sin

Da

1

Da

sin
0

sin
sin

sin
ˆ

˙
sin

2 sin
8

Pe

sin
ˆ
ˆ

.

2

2

2

2

2

1
2

2

2

2

2

 (21)
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In order to have a nontrivial solution, the determinant of J must be equal to zero. Then, a 
fourth-order eigenvalue equation can be obtained as

λ λ λ λ+ + + + =a a a a 0,4
1

3
2

2
3 4 (22)

and its coefficients, a1, a2, a3, and a4, are

ξ θ ξ ηξ θ τ= + − ∂
∂

a
T

2 sin
8

Pe
sin

ˆ
ˆ

,1
2

2
 (23)

⎡

⎣
⎢
⎢

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

⎤

⎦
⎥
⎥̂ ̂

θ τ
γ

ξη τ τ
γ

τ θ τ
θ

= + ∂
∂

+ ∂
∂

∂
∂

+ +a
T

cos

Da

1

Da

ˆ

˙ Da

ˆ
ˆ

ˆ

˙
sin

sin
,2

2

2

2

2

2

2
2

1
 (24)

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟
⎛
⎝
⎜

⎞
⎠
⎟̂

θ τ
γ

ξ θ ξ ηξ θ τ= − + + ∂
∂

+ − ∂
∂

a
m

TDa

cos

Da

1

Da

ˆ

˙
2 sin

8

Pe
sin

ˆ
ˆ

,3
2

2

2

2
 (25)

and

⎜ ⎟
⎡
⎣
⎢

⎛
⎝

⎞
⎠

⎤
⎦
⎥ξ θ ξ θ

θ
ηξ τ= − + − − ∂

∂
a

m

TDa
2 sin

8

Pe
sin

1

sin

ˆ
ˆ

.4 2
2

2
 (26)

If an eigenvalue λ exists with its real part Re (λ)  >  0, the solution is unstable. According to 
the Routh–Hurwitz criterion [33], the stable conditions are

> > > > +a a a a a a a a a0,   0,   0,  and  .1 3 4 1 2 3 3
2

1 4 (27)

Thus, the system becomes unstable if one of these four conditions is not satisfied.
Under the present cutting situation, the unstable condition is <a 03 . Following the mag-

nitude analysis and neglecting infinite small terms, a relatively simple instability criterion 
(notated by Cr) can be obtained as

̂

ηξ θ

ξ θ
=

+

+
>

τ

θ

ξ

∂
∂ + τ

γ
∂
∂

Cr

sin

2 sin
1,

T

mˆ
ˆ cos

8

Pe

2

2
ˆ2
˙2 (28)

where m is in the form of

θ μ θ= +m cos sin ,s (29)

and other dimensionless parameters are respectively as follows:

ξ
τ

η
τ

ρ λ
ρ
τ

= =
( − )

= =
l

El h c T T

Vh V
,   ,  Pe  and Da ,

y y

y

1
2

2 m 0

2

 (30)

where λ κ ρ= c/  is the thermal diffusivity, ξ is the ratio between shear and compressive forces, 
η is the heat generation number, Pe is the Peclet number defined as the ratio of thermal con-
vection to diffusion, and Da is the damage number of the external dynamic pressure dividing 
by the resistant stress.

To examine the validity of this instability criterion, the mechanical properties of Ti-Al6-V4 
were utilized in theoretical analysis. For such a titanium alloy, ρ = 4430 kg m−3, c = 620 J K−1, 
κ = 6.6 W/(m∙K), the melt temperature Tm = 1783 K, and the un-deformed material temper-
ature T0 = 293 K. Other constitutive parameters are given as follows: the elastic modulus  
E = 110 GPa, yield stress τy = 782 MPa, reference strain rate γ̇0 = 10−5, and the strain hardening 
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coefficient a = 0.028 [34]. Based on the instability criterion in equation (28), as shown in fig-
ure 8, the transition point from stable to unstable states is around a cutting speed of 1.0 m s−1, 
which is consistent with experimental observations (see insets in figure 8).

For a given material, ξ and η are constants whereas the other parameters are dependent on 
the cutting speed in experiments. Thus, it is found from equation (28) that the main promoting 
factors of instability are friction thermal softening effects, i.e. τ∂ ∂Tˆ / ˆ2 2, in SSZ, and the param-
eter m, which indicates the cutting geometric configuration and static friction influences. The 
resistant factors include the rate-hardening effect of frictional stress such as ̂τ γ∂ ∂ˆ / ˙2 2 and the 
convection and diffusion of heat, which is involved in the Peclet number Pe. As the increase 
of cutting speed, however, Pe may also play a promoting factor because the total denomina-
tor of Cr becomes smaller. This is the reason why instability always occurs at a relative high 
cutting speed.

3.3. Numerical simulation

By using the Runge-Kutta method and MATLAB ODE23s solver, numerical simulations of 
governing equations were carried out.

The results indicate that the phase diagrams, as shown in figure 9, are well consistent with 
the experiments (see figure 3). The cutting process is stable at velocities less than the transi-
tion speed, and the corresponding topological structure is a point in the phase space. At a 
cutting speed of 0.8 m s−1, the smooth interface is observed in experiments (see figure 3(a)), 
which implies a steady sliding process. However, once the cutting speed exceeds the transition 
point, the dynamic behaviour becomes very complex with a few large and many small stick-
slip events. As the cutting speed keeps increasing, the slip length becomes regular, similar 
to that in figure 3(d), which is corresponding to the limit cycle behaviour (see figure 9(d)). 
Furthermore, based on the statistical analysis on numerical results, the cumulative slip-length 
distribution at the speed of 3 m s−1, as shown in figure 10, can be also described by a power 
law with the exponential cutoff as in equation (1), that is

Figure 8. The instability criterion for Ti-6Al-4 V, where insets are experimental 
observations at various speeds indicated by black dots.
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(> ) ∞ (− *)α−P s s s s    exp / , (31)

with the power law exponent α = 0.49   ±   0.01 and the characteristic length s* = 100.4   ±   1.1 μm, 
which is in agreement with the experimental results at the same cutting speed.

Figure 9. Phase diagrams of a cutting system as the increase of cutting speeds, where 
the =v y tˆ d ˆ/dˆ represents the dimensionless sliding speed of SSZ: (a) 0.5, (b) 1.1, (c) 3, 
and (d) 10 m s−1.

Figure 10. Numerical and experimental results of the cumulative probability 
distribution at a cutting speed of 3 m s−1, the slope of linear part in these power law 
scaling are almost the same. Inset shows the change of slip length versus time.
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Metal cutting is spatio-temporally correlated, which is the same as many other complex 
systems. To have a comprehensive understanding of the friction behaviour in metal cutting, it 
is necessary to investigate the temporal evolution. Previous works has shown that, although 
its temporal evolution is difficult to be extracted in experiments, a sliding event can be con-
sidered as the indication of dissipation [35]. In simulations, we can obtain a time series of 
sliding events, as shown in the inset of figure 10. Here, the sliding length is calculated by an 
integration of a sliding speed versus its time. In terms of the Fourier transformation, the power 
spectrum of a sliding time series is

∫ π( ) = ( + Δ ) ( ) ( Δ ) ΔS f l t t l t f t texp 2 i d , (32)

where l(t) is the sliding length at the time of t, f is the frequency, Δt is the time lag and the 
square bracket represents an ensemble average over the total length of a time series. The 
results in figure  11(a) show that the power spectrum also follows a power law with the 
exponent of 1.82, which is similar to that obtained from the dry-friction signals of M50 
steel [36].

It is worth noting, however, as velocity increases, the cutting system gradually behaves like 
a periodic oscillation, which corresponds to a limit cycle in the phase diagram. The power 
spectrum at a higher cutting speed, as shown in figure 11(b), has a peak-characteristic (or sin-
gle dominated) frequency as expected, which is in accordance with the limit cycle behaviour. 
That means such a critical state only appears in a narrow scope of cutting speeds. That is, the 
cutting velocity is the key tuning parameter in stick-slip friction. In contrast to the self-organ-
ized criticality, the cutting speed (or cutting geometrical configuration) must be tuned into a 
critical value to obtain the power law distribution. Given that the tuning parameter is changed, 
dynamical characteristics of the system may transfer to other behaviours [37].

4. Discussion

The transition from a speed-tuned criticality state to a limit cycle is an interesting phenom-
enon. Based on the above-mentioned model, it is obvious that, due to the coupled shear and 
friction, there are two characteristic times in a cutting system. One is the unloading time of a 
shear band and the other is the inertia time to describe the motion in the y-axis direction.

As shown in figure 12, the average period of a speed-tuned critical state is between these 
two characteristic times. As the cutting speed increases, the average period finally coincides 
with the inertia time. That is, the system is governed by its inertia effect at a very high cutting 
speed, which is similar to the ‘frequency lock’ phenomenon in a forced Duffing oscillator 
[38]. The dimensionless parameter Da plays an important role in this secondary transition.

There are a lot of similarities between the friction-tuned criticality and crack front propa-
gation processes. As shown in figure 3, there are two stages, i.e. slow stress build-up and fast 
sliding in the friction process, which resembles the pinning and de-pinning regions in crack 
initiation, respectively. The pining size distribution also follows a power law. In crack front 
propagation experiments [6], however, the scaling relation is independent of the loading con-
ditions, which makes the crack opening more likely a self-organized criticality.

It is also of interest to note that the mechanism of cutting friction dynamics is similar to 
fault gouge dynamics in earthquakes [39]. If we consider temperature as a state variable, the 
constitutive relationship of equation (8) is a general form of the rate- and state-dependent 
friction law [40]. The nonlinear dynamics in earthquake spring-block models are caused 
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by multiple interactions of stick-slip, and similarly, it is due to the interaction of shear and 
friction in metal cutting. Because of its sensitivity to perturbation, such a speed-tuned criti-
cality state may bring a negative influence on a metal cutting process, such as irregular tool 
vibration.

5. Conclusion

In conclusion, the experimental and theoretical studies have been performed on a metal cut-
ting friction process. It is shown that, as the increase of cutting speed, metal cutting naturally 
evolves to a tuned critical state, with a power law distribution of stick-slip events. Based on 
a nonlinear dynamic model, we find out that the speed-tuned criticality is due to the thermo-
activated instability induced by the interaction between shear and friction, which is further 
transformed into a limit cycle. This research may bring some new insights into the optimal 
design of parameters such as speed in metal cutting.

Figure 11. The power spectrums at the cutting speed of (a) 3 m s−1 and (b) 10 m s−1.
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