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� Complete simulations of single bubble pool boiling including transient thermal response of solid wall are performed.
� The Ghost Fluid Method (GFM) is used for sharp interface representation.
� Influences of heater thermal capability on bubble thermal dynamics and heat transfer are carried out.
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a b s t r a c t

Using the Ghost Fluid Method for sharp interface representation, the complete single bubble pool boiling
process including the transient thermal response of the solid wall is simulated numerically. Two level set
functions are used for capturing the liquidevaporesolid interfaces. Bubble dynamics and local heat
transfer influenced by thickness and material parameters of the solid wall are analyzed at constant
temperature on its bottom. For the same material and the same bottom temperature, growth time and
departure diameter of bubble change slightly with the thickness. A clear local low-temperature region is
produced inside the wall under the bubble base, which expands and recedes periodically with the
movement of the three phase contact line. The movement of the local low-temperature region lags
gradually comparing to that of the contact line with increasing thermal diffusivity of solid walls. Waiting
time increases with decreasing thermal diffusivity of solid walls, resulting in thickened thermal
boundary layer at nucleation, and then short bubble growth time and large departure diameter.

© 2014 Elsevier Ltd. All rights reserved.
1. Introduction

It is believed that the quasieperiodic cycle of bubble growth,
departure, and waiting processes plays a fundamental role in
nucleate pool boiling. When the superheat of nucleate site reaches
a certain critical value, an initial bubble will form. The bubble then
grows by absorbing heat from the solid wall underneath it and the
surrounding superheated liquid. Furthermore, it is well known that
a very thin liquid microlayer forms under the growing bubbles.
Moore & Mesler [1] and Cooper & Lloyd [2] indicated firstly the
existence of the microlayer beneath the bubble through the mea-
surement of local temperature on the heating surface, and noted
evaporation of the microlayer has an important role. Because of the
heat removed from the microlayer nearby the three phase contact
line, the temperature in the vicinity of the nucleate site will drop
greatly. When the bubble grows big enough, forces acted upon it,
mainly the buoyancy in a gravitational field, will make it departure
from the heating surface. Then the nucleate site will go through a
recovering or waiting process until its superheat reaches the critical
value and a new subsequent bubble forms again. Thus, evaporation
of the microlayer, heat conduction inside the solid wall of the
heater, local fluid flowand heat transfer around the growing bubble
will have significant effects on bubble thermal dynamics and heat
transfer of nucleate pool boiling.

With the progress of advanced measurement technique in
recent years, some experimental data on the microlayer with high
temporal and/or spatial resolutions become available. Jung & Kim
[3] measured simultaneously the microlayer shape by the total
internal reflection (TIR) technique, and the temperature distribu-
tion on the heating surface by a high-speed, high-resolution
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Nomenclature

A area
Cp specific heat
D diameter
g gravity vector
H heaviside function
h grid size
hev interfacial thermal resistance
hfg latent heat
k thermal conductivity
L characteristic or Laplace length
_m mass flux
n normal vector
p pressure
q heat flux
R1 end position of microlayer
R0 three phase contact point
T temperature
t time
t tangential vector
U characteristic velocity
u velocity vector
V volume
DT superheat

Greece symbols
a thermal diffusion
bT interfacial thermal expansion

g contact angle
d thickness of microlayer
dT thermal boundary layer thickness
q characteristic temperature
k curvature
m dynamic viscosity
n kinematic viscosity
r density
s surface tension
t dimensionless time
4 level set function for vaporeliquid interface
j level set function for liquidesolid interface
U phase domain
G interface between phases

Subscripts
d departure
f fluid
h heater
int interface
l liquid
mic micro-region
n nucleation
o beginning of bubble cycle
s solid wall
sat saturation
v vapor
w wall or waiting time
ave spatio-temporal averaged
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infrared (IR) thermometry. They reported a wedge-shaped micro-
layer, and nearly the same values of advancing and receding contact
angle. Utaka et al. [4] used a laser extinctionmethod tomeasure the
microlayer structure in nucleate boiling. They also found that the
microlayer is shaped like a wedge. For a fixed position, the micro-
layer thickness decreased over time due to evaporation, and the
thickness of the initially formed microlayer increased linearly with
increasing distance between the incipient bubble site and the
measurement position. The relationship is independent of the heat
flux, but varies with the working fluid.

To reveal the mechanism underlying the pseudo-periodic bub-
ble cycle, several models have been proposed to model the local
fluid flow and heat transfer of single bubble pool boiling in the
literature. Among them, the model proposed by Stephan &
Hammer [5] is the most often used one. In this model, a fourth
order differential equation is derived for the microlayer by using
the lubrication theory accompanying the YoungeLaplace equation,
as well as the kinetic theory of gases with the ClausiuseClapeyron
equation to model the evaporation rate from the vaporeliquid
interface. The equation can be solved to obtain the liquid film
thickness, the local heat flux, and so on. They showed that the
interface of the microlayer has a nearly constant slope except the
vicinity of the adhesion region where the slope decreases to zero
rapidly. Following the model of Stephan & Hammer [5], single
bubble boiling phenomenon with major focus upon bubble be-
haviors and heat transfer was numerically simulated by many re-
searchers [6e17]. For simplicity in themost of studies, however, the
influence of transient heat conduction inside the solid wall is often
ignored, in which a constant temperature is adopted for the
boundary condition instead of the actual solid wall of the heater.

On the contrary, many experimental studies showed that the
temperature on the heating surface can vary both temporally and
spatially during the boiling process. An experimental investigation
of saturated water pool boiling at atmospheric pressure on thin,
horizontal, cylindrical walls by Magrini & Nannel [18] showed that
a higher heat transfer coefficient was obtained with the increasing
of thermal diffusivity of the solid wall and/or decreasing of its
thickness. Kenning & Yan [19] studied the nucleate pool boiling of
water on a thin plate with 0.13 mm thickness by using the ther-
mochromic technology. They reported that the amplitude of the
consequent wall temperature variations depends on the thickness
and thermal properties of the heated solid wall. Fischer et al. [20]
conducted boiling experiments under low gravity condition
which allowed temperature measurements by high-speed infrared
thermography. During the bubble growth process, the local cold
area was changed with the moving of the microlayer, and a distinct
local temperature drop about 4 K can be observed. Similar results
were also reported by Yabuki & Nakabeppu [21] by using MEMS
sensors with high temporal and/or spatial resolution in tempera-
ture measurement. Thus, numerical models for the processes of
bubble nucleation and growth with a uniform wall superheat
cannot be realistic.

Mei et al. [7] carried out a numerical analysis of the bubble
growth in saturated pool boiling. They analyzed that the time scale
required for the solid wall to adjust its temperature into a uniform
distribution for most boiling systems is much longer than the
bubble departure time. Therefore, the actual bubble growth rate
should be smaller than that predicted by assuming a constant wall
temperature. Mann et al. [8] simulated the influence of heat con-
duction in the wall, of which the wall thermal conductivity was set
to the values of copper, stainless steel and a ceramic material. Only
moderate influence was observed, caused by the following effects
partly compensating: the local heat flux decreases on the solid wall
with lower thermal conductivities, while, on the other hand, lower
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thermal conductivities lead to thinner liquid films in the micro
region which enhances heat conduction in the film and causes
higher heat fluxes. To evaluate the influence of transient heat
conduction, heat storage, and convection in liquid and wall on
overall heat transfer, Fuchs et al. [11] calculated heat flow through
different interfaces, e.g. wall-liquid and/or liquidevapor, of the
single bubble subsystem. It was found that the variation of heat
stored in the wall is significant, although the thermal inertia of the
wall is rather small. Kunkelmann & Stephan [13] simulated the
nucleate boiling of refrigerant HFE-7100 on a steel foil with a
thickness of 50 mm. They observed that the heater is cooled down
locally and a peak of heat flux is evident near the contact line.
Aktinol & Dhir [15], however, found that the results without the
effect of transient thermal response of wall only slightly over-
predicted the rate of heat removal. Nam et al. [17] further studied
the effect of varying contact angle on the thermal response of the
solid during nucleate pool boiling. It was shown that the heat
transfer coefficient increases very weakly with increasing contact
angle, while thicker surface shows slightly larger effect of contact
angle on heat transfer coefficient. In our previous work (Zhang et al.
[16]), single bubble pool boiling including transient thermal
response of solid wall was simulated numerically by using the
ghost fluid method and the level set method for the sharp interface
representation. Two different nucleate criteria, namely constant
waiting time and constant nucleate superheat, were used for
determining the appearance time for the subsequent bubble. The
results verified their consistency in nature.

Decoupling the fluid by using the normalization of measure-
ment results of microlayer characteristics, Utaka et al. [22] calcu-
lated the 2-D heat transfer characteristics in a heating plate during
the process of microlayer evaporation. It was confirmed that the
temperature of the heating surface decreased with microlayer
evaporation and reach a minimum at a certain time, and then
recovered after bubble departure. They concluded that the enthalpy
stored in the heating plate within the distance less than the
penetration depth was consumed by microlayer evaporation
through unsteady thermal conduction, while the heat flux from the
bottom of the heating plate had a little effect on the microlayer
evaporation rate but mainly determined the length of a bubble
cycle as a time-averaged heat supply.

In the present study, a further numerical study of our previous
work (Zhang et al. [16]) on the influence of heater thermal capa-
bility on bubble thermal dynamics and heat transfer in single
bubble pool boiling will be carried out, using the Ghost Fluid
Method (GFM) for the sharp interface representation and two level
set functions for capturing the liquidevaporesolid interfaces.
Considering the transient thermal response of the solid wall, major
aims of the present study are focused upon the effects of the wall
thickness, thermal properties, and the size of nucleate site, on the
bubble growth process, local heat transfer both in the fluid and in
solid wall, and so on.
Fig. 1. Computational domain used in the numerical simulation.
2. Numerical model

Following Stephan & Hammer [5], the computational domain
for single bubble pool boiling process is divided into micro and
macro regions (Fig. 1). The following assumptions are made during
the present study: 1) the fluid in each phase is Newtonian, viscous
and incompressible; 2) thematerial properties are constant and not
influenced by the temperature and pressure; 3) the flow in fluid
phases is axisymmetric and laminar, while the heat conduction
inside the solid wall is also axisymmetric; 4) the apparent contact
angle is constant; 5) a constant temperature is maintained on the
bottom of the solid wall.
The continuity, momentum, energy conservation equations for
the macro region are written as

u ¼ 0; Us (1)

V$u ¼ 0; U ¼ fUv ∪ Ulg (2)

r

�
vu
vt

þ u$Vu
�

¼� Vpþ V$mðVuþ VuT Þ þ r½1� bT ðT � TsatÞ�g;

U ¼ fUv ∪ Ulg
(3)

8><
>:

vT
vt

þ u$VT ¼ 1
rCp

V$kðVTÞ; U ¼ fUl∪Usg

T ¼ TsatðpvÞ; Uv

(4)

The conservation equations are solved accompanied with the
jump conditions [16,23] at the interface

½u�G ¼
��½1=r�G _mn; Glv
0; Gfs

(5)

½mðVu$n;Vv$nÞ$tþ mðVu$t;Vv$tÞ$n�G ¼ 0; Glv (6)

½p�G ¼ 2½mðVu$n;Vv$nÞ$n�G � sk� ½1=r�G _m
2
; Glv (7)

½T �G ¼ 0; Glv (8)

½kVT$n�G ¼
�

_mhfg; Glv
0; Gfs

(9)

where the jump across the interface is defined as ½L�G ¼ Ll � Lv for
Glv and ½L�G ¼ Lf � Ls for Gfs, and the mass flux _m is defined as
_m ¼ rðuint � uÞ$n.

In the present paper, the assumption of constant interface slope
for the axisymmetric micro region [3,9] is adopted, namely

dd
dr

¼ tan g (10)
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where g denotes the apparent contact angle. Thus, based on the
combination of the mass, momentum, and energy equations for the
micro region, formulations for the area averaged heat flux qmic and
mass flux _mmic of the micro region is obtained, respectively [14]

qmic ¼
2pklðTw�TsatÞ

DAmic

��
R1�

h
2 tang

�
1

tang
ln
�
h
2
hev
kl

þ1
�

þ h
2 tan2 g

� kl
hev

1
tan2 g

ln
�
h
2
hev
kl

þ1
��

(11)

_mmic ¼
qmic
hfg

(12)

Two level set functions are used for capturing the liquid-
evaporesolid interfaces. Firstly, the liquidevapor interface is
advanced by solving the following equation

v4

vt
¼ �uint$V4 (13)

where uint is the interface velocity, which is defined as

uint ¼
_mn
r

þ u (14)

Reinitialization is needed to maintain a signed distance function
from the interface

4t þ Sð40Þð1� j4jÞ ¼ 0 (15)

where the smoothed out sign function Sð40Þ ¼ 40=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
42
0 þ Dx2

q
, and

40 is the solution of Eq. (13).
Another level set function j is also used to treat the immersed

solid surface which is defined as a signed distance from the fixed
fluidesolid interface. The level set function j is not necessary to be
advanced.

The material properties of different phases are described as

r ¼ rs þ ½rv þ ðrl � rvÞHð4Þ � rs�HðjÞ (16)

m ¼ ms þ ½mv þ ðml � mvÞHð4Þ � ms�HðjÞ (17)

k�1 ¼ k�1
s þ

h
k�1
l Hð4Þ � k�1

s

i
HðjÞ (18)

where H is the discontinuous Heaviside function, which is
described as

H ¼
�
1 if 4 or j>0
0 if 4 or j � 0 (19)

The computational domain of the fluid was chosen to be (1L, 2L),
in order for that the process of bubble growth is not affected by the
computational boundary. The boundary conditions used in the
present simulation are as follows.

At the axis of symmetry,

u ¼ vv

vr
¼ vT

vr
¼ v4

vr
¼ 0 (20)

At the right of domain,

u ¼ vv

vr
¼ vT

vr
¼ v4

vr
¼ 0 (21)

At the bottom of the wall,
u ¼ v ¼ 0; T ¼ Tw (22)

At the top boundary,

vu
vz

¼ vv

vz
¼ v4

vz
¼ 0; T ¼ Tsat (23)

Another two conditions in the vicinity of three-phase contact
line inside the wall also need to be considered�
k
vT
vz

�
mic

¼ �qmic;
v4

vz
¼ �cos g (24)

The primary variables is non-dimensioned by the following
characteristic scales

L ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s

gðrl � rvÞ
r

; U ¼
ffiffiffiffiffi
gL

p
t0 ¼ L

U
(25)

and the dimensionless temperature is defined as
q ¼ T � Tsat=Tw � Tsat.

Initial still flow field is used as the initial velocity condition,
namely

u ¼ v ¼ 0 at t ¼ 0 (26)

While the initial thermal distribution is given as shown in Fig. 1,
where the initial thermal boundary-layer thickness is determined
by the correlation [24]

dT ¼ 7:14
�

nlal
gbTDT

�1=3
(27)

A small truncated spherical bubble with the initial radius of
0.05L is set on the top surface of the solid wall at the beginning of a
bubble cycle. Constant nucleating superheat corresponding to the
given cavity diameter, Dc, of the nucleate site [25]

DTn ¼ Tw � Tsat ¼ 4f1sTsat
Dchfgrv

,�
1� f2Dc

2f1dT

�
(28)

is chosen as the criterion for determining the beginning of the
subsequent bubble cycle, where f1 and f2 are functions of the con-
tact angle.

A standard MAC grid is used for the spatial discretization where
the velocities are defined at the grid surfaces and other variables
are defined at the grid nodes. The projection method is used to
numerically solve the NaviereStokes equations. The 2nd order ENO
scheme is used for discretization of the convection term in the
momentum and energy equations, and the central difference is
used for the diffusion terms. For more details about the level set
method, including the related solving procedure and algorithm,
one can see Zhao et al. [26,27] and Zhang et al. [28]. Multi cycle of
bubble growth computations are adopted for all cases below till a
steady state is reached.

Some validation works of present numerical method can be
found in Zhao et al. [14], Zhang et al. [16], and Zhang [29]. The
numerical results of the present numerical method have been
compared both with the experimental results of Siegel & Keshock
[30] and with the numerical results of Son [9] and Son et al. [10].
Good agreements were evident.

3. Results and discussion

Three kinds of materials, namely fused silica (SiO2), nickel (Ni),
and stainless steel (SS), which are commonly applied in engineer-
ing, are studied in the present work, and their materiel parameters



Table 2
Simulation results of single bubble pool boiling in different cases.

Material DTn
(K)

Dc (m) hw
(mm)

tg (ms) tw (ms) Dd (mm) DTw,ave

(K)
qave
(W/cm2)

SiO2 4.1 1 � 10�5 0.5 32.3 103.0 2.55 4.31 0.522
SiO2 4.1 1 � 10�5 1.0 32.1 405.0 2.59 4.05 0.396
SiO2 4.1 1 � 10�5 1.5 31.5 3789 2.61 4.00 0.390
SS 4.1 1 � 10�5 1.0 33.8 8.147 2.40 5.22 1.192
Ni 5.1 8 � 10�6 1.0 32.8 0.732 2.41 5.68 1.660
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are listed in Table 1. Furthermore, fused silica will be used as the
substrate of an integrated heater in our on-going space experiment
mission, SOBER-SJ10, which will be flown of our group, to study
local convection and heat transfer around an isolated growing va-
por bubble during nucleate pool boiling on a flat plate heater (Hu
et al. [31]). Nickel was used by Siegel & Keshock [30] in their ex-
periments, and, as mentioned above, their experimental results
were used to validate the present numerical method.

Theworking fluid used in the present study is saturated water at
0.1 MPa. A nominal superheat DTw ¼ 6.17 K on the heater's bottom
is used in all cases. As shown in Eq. (10), contact angle plays an
important role on the bubble growth process and microlayer under
the growing bubbles. Zhao et al. [14], as well as Nam et al. [17],
studied numerically this effect in detail. The present study, how-
ever, focuses on the influence of heater thermal capacity, so only a
constant apparent contact angle, i.e. 38�, on the top surface of the
solid wall is used in the numerical simulation.

Table 2 summarizes the results of single bubble pool boiling in
different cases. In the present simulations, a constant temperature
boundary condition is adopted on the bottom of solid walls. Thus,
both the time-space averaged heat flux qave and superheat DTw,ave

over the surface of wall during a whole bubble cycle are not
controllable variables but dependent ones, which are also listed in
Table 2.

It can be seen from Table 2 that, for the cases of the same ma-
terial of the solid wall (SiO2), bubble growth time tg decreases
slightly, while the departure diameter Dd increases with the in-
crease of wall thickness. However, the waiting time tw is prolonged
intensively with the increase of wall thickness. Besides, both the
time-space averaged superheat and heat flux decreases with the
increase of wall thickness, which can be deduced straightforwardly
from the different resistance of heat conduction across the solid
wall with different thickness.

The dependency of bubble behaviors and heat transfer charac-
teristics on the wall thickness can be explained in detail by the flow
and temperature fields shown in Fig. 2 (depicted by the same
length scale), in which results of three cases of bubble growth on
SiO2 wall with thickness of 0.5, 1.0, and 1.5 mm are presented in
three columns, respectively. A clear local low-temperature region,
or a thermal “hollow”, is produced inside the solid wall underneath
the bubble base, which has a periodical expanding and receding
feature because of the movement of contact line, and relevant
evaporation of microlayer and transient heat conduction inside the
solid wall. Besides, comparing with the movement of the contact
line on the fluidesolid interface, lag effect of the movement of the
local low-temperature region inside the solid wall can be seen as
another obvious characteristic, particularly in the receding stage. It
is caused by the unsteady heat conduction inside the solid wall,
which is caused by the quasi-alternating temperature condition on
the fluidesolid interface. The corresponding governing equation is
a parabolic partial differential equation with independent variables
of time and position. Thus, inside the solid wall, the temperature
variety exhibits a time lag comparing with that occurred on the
fluidesolid interface, and its amplitude attenuates with the in-
crease of the distance away from the interface, resulting in a
penetration depth over which the temperature variety becomes
Table 1
Material properties of solid walls.

Material Fused silica (SiO2) Stainless
steel (SS)

Nickel (Ni)

Density r (kg/m3) 2220 7900 8870
Specific heat Cp (J/kg K) 865 505.5 478.5
Thermal conductivity k (W/m K) 1.4775 16.175 82.75
Thermal diffusivity a (�10�6 m2/s) 0.77 4.05 19.49
small enough to be neglected. It is clearly shown in Fig. 2 that, in-
side the solid wall, the temperature field far away from the area
covered by the growing bubble may keep in the steady state. In
addition, the vector field of temperature gradient at departure of
bubble is also presented in Fig. 2. It is evident that the relatively
stronger heat consumption only occurs in the vicinity of the sol-
ideliquidevapor contact region. It is obvious that the recovery of
the temperature on the nucleate site and the thermal boundary
layer near the heating surface is influenced by heat conduction
inside the solid wall, and then the transient heat transfer and the
periodical thermal storage and release inside the solid wall can
affect evidently bubble thermal dynamics and heat transfer.

Fig. 3 shows the evolutions of bubble shape and its movement,
the temperature and flow fields around the bubble during some
typical multi cycles after the pseudo-steady state of quasi-
periodical bubble cycle is reached. Compared with our early work
(Zhang et al. [16]), the time for recovering the temperature at the
nucleate site is decreased due to the decreased nucleate superheat
for a bigger cavity size in this case, which results in increased
bubble re-birth frequency and then vertical merger of consecutive
bubbles. A larger bubble is pinched off by surface tension force
quickly. Simultaneously, some little liquid dropsmay be carried into
the bubble by large interfacial deformation at the bottom ofmerged
bubble. Son et al. [10] also reported some numerical and experi-
mental results of vertical merger on a single nucleation site. Despite
of different operating conditions, similar topological evolutions are
evident between the present results and those reported by Son
et al. [10].

Comparison among the results with different materials is also
presented in Table 2. It should be noted firstly that the nucleate
superheat DTn is calculated to be 4.1 K for the cavity size of nucleate
site Dc ¼ 1 �10�5 m based on Eq. (28). No waiting period, however,
exists in the case of Ni due to its high thermal diffusivity. Thus, a
new value of nucleate superheat DTn ¼ 5.1 K, corresponding to
Dc ¼ 8 � 10�6 m, is adopted in the case Ni. It can be observed that
both the time-space averaged superheat and heat flux on the
heating surface increases with the thermal diffusivity of solid wall,
while the waiting time decreases dramatically. Except the case of
Ni, bubble growing time increases with the thermal diffusivity of
solid wall, while the departure diameter decreases. Due tomodified
nucleate superheat in the case of Ni as mentioned above, no regular
tendency of bubble growth exhibits comparing with the other two
cases.

A comparison of bubble growth on heaters with different ma-
terials during a typical bubble cycle is shown in Fig. 4. The evolu-
tions of bubble interface in discrete time points are shown in the
first row. To reveal the development of the thermal boundary layers
on different solid walls, temperature fields are also shown only at
the end of the bubble cycles or the beginning of the subsequent one
for clarity. To simplify the description of bubble growth pattern, the
same time scale is used in the horizontal coordinates. It can be seen
that the thermal boundary layer is thickened much better with the
increase of waiting time.

In the second row of Fig. 4, the changes of temperature at the
nucleate site on different solid walls are presented. Twice



Fig. 2. Evolution of bubble growth and dimensionless temperature field on SiO2 with different thickness. The wall thickness, as well as the beginning of the shown bubble cycles, of
each column is marked in the corresponding subplots in the upper row, while the corresponding time is also marked in each subplot.
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temperature drops occur in all curves. The first drop is smaller and
lasts for a very short period, which is not coincident with experi-
mental observation. The reason rests on the simplified assumption
in the present model that a small truncated spherical bubble is used
for the initial bubble instead of the actual nucleation process. Then
violent heat absorbing from the surroundings in the inertia-
controlled stage of the initial bubble growth cannot be simulated.
Small amount of heat is absorbed to maintain the growth of the
initial small bubble, and thus only a smaller temperature drop at
the nucleate site is obtained here. Along with the bubble growth,



Fig. 3. a) Bubble growth with bigger cavity size (Ni, hw ¼ 1 mm, Dc ¼ 1 � 10�5 m). b) The isotherm interval is 0.05 in solid wall, while 0.01 in fluid.



Fig. 4. Bubble growth on the heater with different material (hw ¼ 1 mm). The upper row: bubble growth process during a typical bubble cycle; the middle row: the changes of
temperature at the nucleate site; and the lower row: the changes of bubble base radius (Rmic) and height of bubble mass center (Rc). The wall material of each column is marked in
the corresponding subplots in the lower row.
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the bubble base extends and a local dry-spot emerges after the
microlayer passes by. The nucleate site is heated again, resulting in
the temperature increase. The heating stage will be ended when
the contact line recedes and the liquid re-floods on the local dry-
spot, and thus, a secondary temperature drop occurs. After bub-
ble departure, the temperature rises again until the nucleate cri-
terion reaches again. In the case of SiO2, however, a small drop
exhibits shortly after the bubble departure, which reflects the lag
effect of the movement of the local low-temperature region, which
is mentioned above. The smaller thermal diffusivity of solid wall is,
the larger lag effect can be observed.

The changes of the bubble base radius and the height of bubble
mass center are given in the last row of Fig. 4. The uplifted velocity
of the bubble mass center is kept approximately to be constant at
first, and then it experiences a transition before the maximum
radius of bubble base is reached for all kinds of heaters. The tran-
sition is more obvious in the case of Ni. This may be caused by the
different thermal diffusivity of solid walls, and corresponding dif-
ferences on the development of the thermal boundary layer and the
transient thermal response of solid walls. Although the bubble
growth times in the three cases are similar, a stronger thermal
diffusion inside solid wall may be corresponding to a shorter
waiting time under the same nucleate criterion (see also Table 2),
and then a thinner thermal boundary layer. Thus, if the thermal
boundary layer in liquid is not recovered enough due to quick re-
covery of temperature inside solid wall with larger thermal
Fig. 5. Temperature distribution and vector of temper
diffusivity, the energy stored in the thermal boundary layer may
not be enough to maintain a steady growth of bubble, and then the
transition occurs when the bubble grows out of the superheated
liquid layer. Furthermore, a slower growth rate will be obtained.

More detail of the temperature distribution and the vector field
of temperature gradient at the bubble departure on different solid
walls are given in Fig. 5. Two important aspects of the thermal
boundary layer on the heating surface can be observed. It plays an
important role in supplying heat for the growth of bubble, as well
as in removing heat directly into liquid from the heating surface. Far
away from the nucleate site, the temperature gradient along the
heating surface decreases with decreasing thermal diffusivity,
which means that the heat removed directly into liquid from the
heating surface is reduced, and then the evaporation will be in the
ascendant in removing heat from the solid wall. It is also clearly
shown that due to the transient heat respond of heater and the
backflow of cold liquid around the bubble base, the movement of
the local low-temperature region lags gradually comparing to that
of the contact line with increasing thermal diffusivity of solid walls.

4. Conclusions

Using the Ghost Fluid Method for sharp interface representa-
tion, the complete single bubble pool boiling processes including
the transient thermal response of the solid wall are numerically
simulated. In the simulation, both the time-space averaged heat
ature gradient at bubble departure (hw ¼ 1 mm).
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flux and superheat on the surface of solid wall are not controllable
but dependent variables. It is obvious that bubble growth time
decreases with the wall thickness, while the departure diameter
increases. However, waiting time is prolonged much intensively.

A clear local low-temperature region is produced inside solid
wall under the bubble base. It has a periodical expanding and
receding feature because of the movement of contact line, and
relevant evaporation of microlayer and transient heat conduction
inside the solid wall. The movement of the local low-temperature
region lags gradually comparing to that of the contact line with
increasing thermal diffusivity of solid walls.

Waiting time increases with decreasing thermal diffusivity of
solid walls, which results in a thickened thermal boundary layer at
nucleation. And then, bubble growth time is shortened and de-
parture diameter is increased. The vertical velocity of bubble
growth is kept approximately to be constant at first, and then it
experiences a transition before the maximum radius of bubble base
is reached for all kinds of heaters. The transition is more obvious in
the case of Ni, which may also be caused by the different thermal
diffusivity of solid walls, and corresponding differences on the
development of the thermal boundary layer and the transient
thermal response of solid walls.

Two important aspects of the thermal boundary layer on the
heating surface can be observed. It supplies heat for the growth of
bubble, and removes heat directly into liquid from the heating
surface. The latter will be weakened with decreasing thermal
diffusivity, and then the evaporation will be in the ascendant in
removing heat from the solid wall for low thermal diffusivity case.
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