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Cloud Cavitating Flow Over a
Submerged Axisymmetric
Projectile and Comparison
Between Two-Dimensional
RANS and Three-Dimensional
Large-Eddy Simulation Methods
For the cloud cavitation around slender axisymmetric projectiles, a two-dimensional
(2D) numerical method was based on the mixture approach with Singhal cavitation
model and modified renormalization-group (RNG) k–e turbulence model, and a three-
dimensional (3D) method was established with large-eddy simulation (LES) and volume
of fraction (VOF) approach. The commercial computational fluid dynamic (CFD) soft-
ware FLUENT is used for the 2D simulation, and the open source code OpenFOAM is
adopted for the 3D calculation. Experimental and numerical results were presented on a
typical case, in which the projectile moves with a quasi-constant axial speed. Simulation
results agree well with experimental results. An analysis of the evolution of cavitating
flow was performed, and the related physical mechanism was discussed. Results demon-
strate that shedding cavity collapse plays an important role in the generation and accel-
eration of re-entry jet, which is the main reason for the instability of cloud cavitation.
The 2D Reynolds-Averaged Navier–Stokes (RANS) method can represent the physical
phenomena effectively. The 3D LES method can give an efficient simulation on the shed-
ding vortices, and considerable accurate shapes of shedding cavities are captured.
[DOI: 10.1115/1.4032293]

1 Introduction

When vehicles run in water with a high-speed, a part of the liq-
uid water is transformed into vapor in the low-pressure regions
around the body as the cavitation phenomena [1]. Such phenom-
ena have several forms, and cloud cavitation is one of the most
complex ones. Vortices and bubbles shed massively into the
downstream flow field with certain frequencies to induce noticea-
ble changes in the surface pressure. These unsteady cavitation
phenomena are critical for the efficient design and improved per-
formance of underwater vehicles.

Experiment and numerical simulation are the main approaches
to study the unsteady behavior and instability of cloud cavitation.
Experimental research is mostly conducted in cavitation water
tunnels, and the flow motion and structure are investigated by
using a high-speed camera, particle-image velocimetry, and X-ray
[2–4]. In previous works, re-entry jet has been found as the key
factor to induce the instability. Summarizations and classifications
have been conducted on the cavitating flow around hydrofoils [5].
CFD method is mostly used for numerical simulations.
Navier–Stokes equations with single fluid/multiple phases are of-
ten adopted as the governing equations, and cavitation models are
introduced to calculate the mass transfer between water and vapor
phases. Common cavitation models include Singhal model [6]
based on Rayleigh–Plesset equation and Kunz model [7] from
Ginzburg–Landau potential [8].
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Owing to the close relation between the unsteady behavior of
cloud cavities and the motion of vortices [9], the simulation
method on turbulence is a key issue. Solving RANS equations
with turbulence models and modifications has been the main way
for engineering applications. For example, Zhou and Wang [10]
used the standard RNG k–e turbulence model for stable cavities
and the modified RNG k–e model for unstable cavity shedding;
the agreements between numerical and experimental results were
presented. Coutier-Delgosha et al. [11–14] published a series of
papers that presented a new single-fluid approach, physical modi-
fications of RNG k–e turbulence model, and other numerical
methods about cloud cavitation to investigate the unsteady charac-
teristics of cavitating flow around hydrofoils and in venture-type
sections. Wu et al. established a filter-based k–e model to maintain
large-scale flow characteristics and avoid excessive dissipation in
small-scale motion [15]. Similar approaches, such as partially
averaged Navier–Stokes method [16–20], are also widely used.

LES method is also adopted recently for the research of cavitat-
ing flows around hydrofoil and propeller, which can capture con-
siderable details of the flow field and give good predictions of
large-scale turbulent eddies with high accuracy. Some promising
results have been published [21–28]. However, LES method
remains difficult to apply to complex engineering problems
because of the necessary large mesh size and computation scale.
Therefore, comparison of simulation capability between LES and
modified RANS methods is needed, which can provide a good ba-
sis for later applications.

A split Hopkinson pressure bar (SHPB) launching system is
established as an experimental method in this study to investigate
the unsteady characteristics of cloud cavitations around axisym-
metric projectiles and compare different approaches on turbu-
lence. On the basis of the mixture approach with modified RNG
k–e turbulence model and the VOF approach with LES solver, 2D
and 3D numerical methods are both used. Through comparisons
and analyses of the results obtained from the two methods, we
investigate the evolution process and characteristics and discuss
the mechanism.

2 Experimental Setup

2.1 Experimental System Principle. SHPB technique is
widely applied to measure the dynamic mechanical properties of
materials. By the stress wave generated by SHPB, the experimen-
tal system can accelerate transiently the body to 30 m/s in less

than 200 ls, with slight disturbance during the entire process. On
the basis of a previous investigation [29], an SHPB launching sys-
tem is adopted in this study.

2.2 System Components. As shown in Fig. 1, the system
mainly consists of four parts, namely, launch system (1–3 and 5),
water tank (4 and 10), stain test system (6–8), and high-speed
camera (9). The tank dimensions are C�B�H¼ 2000 mm
� 1000 mm� 800 mm, and the top of the tank is directly exposed
to open air (as shown in Fig. 2).

2.3 Projectile Model and Typical Experimental Condition.
The projectile model (as shown in Fig. 3) is a slender cylinder
with a conical head, which is initially placed on a support in the
middle of the test section. Its material is a polished stainless steel.
The total length is 246 mm, and the diameter is 37 mm. The coni-
cal angle is 90 deg. In a typical experiment, the analysis of
obtained images indicates that the speed is approximately uniform
at 18.5 m/s. The temperature is set as 20 �C. The cavitation num-
ber can be calculated as

r ¼ p1 � pv 20 �Cð Þ
1

2
qv2

0

¼ 0:66 (1)

where p1 is the pressure in open air, pvð20 �CÞ is the saturated
vapor pressure at 20 �C, q is the water density, and v0 is the speed.

Fig. 1 Underwater launch system: 1—SHPB launcher, 2—incident bar, 3—transfer bar, 4—
sliding scale, 5—cavitator, 6—strain gauge, 7—bridge and amplifier, 8—data-processing
system, 9—high-speed camera, and 10—launch support

Fig. 2 Schematic diagram of water tank
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Given that the experimental duration is less than 0.1 s, the pro-
jectile runs in a quasi-horizontal track, and the cavity generated
around the shoulder of the projectile is axisymmetric.

2.4 Typical Cavity Photograph. As shown in Fig. 4, a pho-
tograph of typical cavitation can be obtained using a high-speed
camera with 105 fps. The shoulder and tail cavities with shedding
bubbles can be seen clearly. The length and thickness of the cavity
are measured, as shown in Fig. 4. The precision of the length and
thickness is approximately a pixel of the image, which stands for
0.64 mm. In Secs. 3 and 4, the evolution of shoulder cavities will
be mainly discussed on the basis of experimental pictures and nu-
merical results.

3 Numerical Methods

3.1 Two-Dimensional Method With Mixture and RANS
Approaches. To simulate the motions and phase change of liquid
water and vapor, mixture/multiphase flow equations are adopted
on the basis of the third type of method, as mentioned in Sec. 1.
The continuity and momentum equations for the mixture of liquid
water, vapor, and noncondensable air are established as

@

@t
qmð Þ þ r � qmvmð Þ ¼ 0 (2)

@

@t
qmvmð Þþr� qmvmvmð Þ¼�rpþr� lmþltð Þ rvmþrvT

m

� �h i
þqma

(3)

where p is the mixture pressure, qm is the mixture density, vm is
the mixture velocity vector, and a is the acceleration of the flow
field. The laminar viscosity lm is defined as a density-weighted
average of the three components. lt is the turbulent viscosity
closed by RNG k–e model. The mixture density qm is defined by

1

qm

¼ fv

qv

þ fncg

qncg

þ 1� fv � fncg

ql

(4)

where fv and fncg are the component mass fractions, and qv, qncg,
and ql are the component densities of the vapor, noncondensable
gas, and liquid components, respectively. During calculation, fncg

is assumed to be a small constant as 15 ppm.
The mass fraction equation for vapor is

@

@t
qm fvð Þ þ r qmvm fvð Þ ¼ Re � Rc (5)

where Re and Rc are the evaporation and condensation rates,
respectively, which can be simulated in the cavitation model
established by Singhal et al. [6]

Re ¼ Ce

ffiffiffi
k
p

c
qlqv

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 pv � pð Þ

3ql

s
1� fv � fgð Þ; p < pv

Rc ¼ Cc

ffiffiffi
k
p

c
qlql

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p� pvð Þ

3ql

s
fv; p > pv

8>>>>><
>>>>>:

(6)

In this model, c is the coefficient of surface tension; k is the tur-
bulence kinetic energy; and Ce and Cc are the two empirical coef-
ficients set as 0.02 and 0.01 in the following simulation,
respectively.

To calculate the turbulent viscosity lt in Eq. (3), two transport
equations for the turbulence kinetic energy k and its dissipation
rate e are solved as RNG k–e model, i.e.,

@

@t
qmkð Þ þ @

@xi
qmkvið Þ ¼ @

@xj
akleff

@k

@xj

� �
þ Gk � qme (7)

@

@t
qmeð Þ þ

@

@xi
qmevið Þ ¼

@

@xj
aeleff

@e
@xj

� �
þ C1e

e
k

Gk � C2eqm

e2

k

(8)

where Gk represents the generation of turbulence kinetic energy
caused by the mean velocity gradients, calculated as
Gk ¼ �qu0iu

0
jð@uj=@xiÞ. The quantities ak and ae are the inverse

effective Prandtl numbers for k and e ak ¼ ae ¼ 1:393, respec-
tively. The model constants C1e ¼ 1:42 and C2e ¼ 1:68.

For an ordinary case, the turbulent viscosity is calculated by
lt ¼ Clqmðk2=eÞ, which is overestimated in the mixed region
[30]. Therefore, a modified turbulent viscosity is defined, which
improves the simulations of the cloud shedding significantly. The
turbulent viscosity is modified as lt ¼ f ðqÞClðk2=eÞ, where Cl
¼ 0.0845, and f ðqÞ ¼ qv þ ððqm � qvÞnÞ=ððql � qvÞn�1Þ; n ¼ 10.

Unsteady numerical simulations are performed on the basis of
finite-volume method with SIMPLEC scheme by using the commer-
cial CFD software FLUENT. The version of FLUENT is 6.3. The equa-
tions are discretized by a second-order implicit scheme in time
and a second-order upwind scheme in space. The numerical pa-
rameters are summarized in Table 1.

The computational domain, which is shown in Fig. 5, is discre-
tized with a block-structured grid. The height of the first layer is

Fig. 4 Typical cavitation photograph

Table 1 Numerical parameters

Simulation type Unsteady

Pressure–velocity coupling SIMPLEC

Temporal scheme Second-order implicit
Time step 5� 10�6 s
Spatial scheme Second-order upwind
Pressure interpolation scheme Body force weighted
Turbulence model Modified RNG k–e

Fig. 3 Experimental model in water tank
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set as 1/10,000 of the projectile diameter to ensure yþ equals to
one approximately. Thus, the two-layer model is adopted to
resolve the laminar sublayer.

For the velocity inlet boundary condition, the inlet velocity is
set as 18.5 m/s, the turbulent intensity is set as 1%, and the hy-
draulic diameter is set as 0.037 m. Therefore, the inlet k and e can
be calculated as 0.045 and 0.56, respectively.

3.2 Three-Dimensional Method With VOF and LES
Approaches. For comparison, LES method is also adopted in this
study to show more detail of the flow patterns. The Navier–Stokes
equations of incompressible flow by applying the filter function of
LES are as follows:

r � ðqvÞ ¼ 0 (9)

@

@t
qvð Þ þ r � qvvð Þ ¼ �rp þr � S � Bð Þ (10)

where the overbar denotes the low-pass-filtered dependent varia-
bles as w ¼

Ðþ1
�1 wGðx; x0Þdx0. Gðx; x0Þ is the filter function; the

top-hat filter function is adopted in this study.
S ¼ 2lD is the filtered viscous stress tensor, D ¼ 1=2ðrv þ

rvTÞ stands for the filtered rate of stress tensor, and l is the
dynamic viscosity. B ¼ ðvv � vvÞ, which means the subgrid
stress tensor, represents the influence of small, unresolved eddies
on the large, resolved ones.

On the basis of Boussinesq hypothesis, a subgrid viscosity lSGS

is considered as B ¼ �2lSGSD. The entire viscous term can be
described as ðS � BÞ ¼ 2ðlþ lSGSÞD, where lSGS needs to be
solved. In this study, k � l subgrid scale model is applied to deal
with subgrid stress

@kSGS

@t
þr� kSGSvð Þ ¼r � lþlSGS

q
rkSGS

� �
þ 2

lSGS

q
DD-Ce

k
3
2

SGS

D
(11)

lSGS ¼ CkqD
ffiffiffiffiffiffiffiffiffi
kSGS

p
(12)

In the above equations, D is the spatial filter size, Ce ¼ 1:048, and
Ck ¼ 0:094.

q, l, and p are the density, viscosity, and pressure of the mix-
ture, respectively, i.e.,

q ¼ aql þ ð1� aÞqv (13)

l ¼ all þ ð1� aÞlv (14)

where a is the liquid volume fraction solved by VOF approach
with a transport equation as

@a
@t
þr � vað Þ ¼ _m

ql

(15)

where _m, the mass transfer rate, is modeled by Kunz cavitation
model [12]

_mþ ¼ Cvqva min 0; p � pv½ �
1=2qlU

2
1

� �
t1

(16)

_m� ¼ Ccqva
2 1� að Þ
t1

(17)

The open source code OpenFOAM is used with the second-
order implicit scheme for time discretization and Gauss linear
interpolation for spatial discretization. The time step is adjustable
with the maximum Courant number 0.5, and the average time step
is approximately 0.1 ls. The 3D domain with hexahedral grids is
adopted, as shown in Figs. 6 and 7. The cell number is approxi-
mately 38� 106 with good orthogonality. Compared with meshes
with several million elements, which are often used for similar
cases [22,27], this mesh resolution is enough to present the major
characteristics of unsteady behavior.

4 Results and Discussion

4.1 Unsteady Evolution of Shoulder Cavities. From the ex-
perimental and numerical results, cavity shapes evolve in three
stages, namely, cavities grow (as shown in Fig. 8—stage 1),

Fig. 5 Computational domain and mesh

Fig. 6 Computational domain of the 3D method

Fig. 7 Mesh near the head of the vehicle of the 3D method
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re-entry jets develop and back to the shoulder (as shown in Fig. 8—
stage 2), and cavities shed quasi-periodically (as shown in Fig. 9).
The re-entry jet is a liquid stream, which is opposite to the direction
of the main flow in the cavity. Re-entry jet is produced by the
adverse pressure gradient near the closure of the cavities. Given
that the first and second stages have already been studied in previ-
ous works [27,31], the current investigation focuses on the evolu-
tions in the third stage to investigate the strong unsteady behavior.

Figure 9 presents the eight successive shapes of the cavities
obtained during each complete cavitation cycle. The left-side
views are the photographs gained in the experiment. The middle-
side views show the volume fractions of the vapor phase obtained
by 2D simulation. The right-side views show the isosurfaces, in
which the vapor phase volume fraction is 0.1 in 3D results. In the
pictures, t* represents the dimensionless time t*¼ tv0/D. The typi-
cal periodical time of the break-off cycle is about 3.7 both in ex-
perimental and numerical results. The shape variety of bubbles in
the second cycle can be described as follows (as shown in Fig. 9):

(1) When the re-entry jet reaches the shoulder, cavitation bub-
bles collapse at the shoulder point. At this time, cavitation

bubbles, which can be seen obviously, are referred to as
remaining cavities (as shown in Fig. 9—A1).

(2) New cavities incept at the shoulder point and grow gradu-
ally. The remaining cavities mentioned above are drawn
into the vortex area; they become long and thick, rotate,
and shed downstream (as shown in Figs. 9—A2-1 and
9—A2-2).

(3) New cavities continue to grow longer. From the vortex in-
tensity starting to diminish, the remaining cavities become
increasingly thin (as shown in Fig. 9—A3).

(4) The shedding remaining cavities shrink and collapse
finally, while new re-entry jet forms (at the location the red
arrow pointing to, as shown in Fig. 9—A4).

(5) Re-entry jet moves upstream and crosses with the main
flow, causing the cavities to be divided into two parts and
forcing the new cavities to be thin and short. As shown in
Figs. 9—A5-1 and 9—A5-2, a gap exists (at the location
the red arrow pointing to) between the two parts, which can
be seen both in the experimental and numerical results.
However, the gaps in the experimental and 3D results are
less obvious than the 2D result, which may be because the
thickness of re-entrant jet in the experiment is thinner than
that in the 2D simulation. Because we cannot measure the
thickness in the experiment, as a reference Callenaere et al.
[5] reported that the ratio of the re-entrant jet thickness to
the cavity thickness ranges between 15% and 35%. The ra-
tio for axisymmetric condition is thicker than that for 2D
condition theoretically, but the quantitative measurement is
still need to be performed in the future.

(6) Re-entry jet reaches the shoulder, and the upstream part of
the cavities collapses at the shoulder point. This time is
also equivalent to the first status of the subsequent cycle (as
shown in Fig. 9—A6, also numbered as B1).

In this cycle, the time histories of the length and thickness of
shoulder cavities are measured, as shown in Fig. 10. The deviation
in the experimental results is 0.5 mm, which corresponds to 1
pixel in the photographs. The simulated results of cavity lengths
agree well with the experimental phenomena. The thickness of
shedding cavities of 2D RANS results is slightly larger than that
of the experimental results. However, the simulations of unsteady
cavitating flow, which use the governing equations, including the
cavitation and turbulence model used above, can reflect the

Fig. 8 Typical cavitation patterns in stage 1 and 2

Fig. 9 Time evolution of cavitation patterns obtained from the experiment and simulation
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physical phenomena effectively. Therefore, 2D simulation is
effective to describe the general evolution of cavities.

In Sec. 4.2, the 2D results are widely used to investigate the
phenomena and mechanism of cavitation instability. The 3D
results are only used to show the generation and evolution of vor-
tices as comparison and supplementary, and the differences in
shedding cavity simulation are analyzed.

4.2 Instability Induced by Re-Entry Jet. As mentioned
above, the instability of cloud cavitation is induced mainly by the
evolutions of re-entry jet, which is produced by the adverse pres-
sure gradient near the closure of the cavities. The inception and
development of re-entry jet can be analyzed by investigating the
pressure and velocity around the wall of the projectile. Figures 11
and 12 show the time sequences of pressure and axial velocity dis-
tributions along a line paralleled to the axis, in which the distance
between the line and r axis is 0.51D. In the two figures, x-axis
means the axial direction, and the origin of the coordinate is set at
the theoretical point of the conical head. The dimensionless pres-
sure cp and axial velocity ~v are defined as cp ¼ p=0:5qv2

0 and
~v ¼ v=v0, respectively, where v0 is the speed projectile in this

Fig. 10 Numerical and experimental results of cavity length
and thickness

Fig. 11 Time sequence of pressure and velocity distributions along the line paralleled to the
axis (1)

Fig. 12 Time sequence of pressure and velocity distributions along the line paralleled to the
axis (2)
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case, as mentioned previously. The re-entry jet can be shown in the
velocity distribution curve (as shown in Figs. 11 and 12). It has neg-
ative x-velocity and its right boundary is located at the rear end of
the sheet cavity, where the adverse pressure gradient is large.

The time sequences can be represented as follows:

(1) For the top view in Fig. 11, cavities collapse at the shoulder
point, where a peak value of pressure exists. The re-entry
jet generated in the last cycle still exists in the remaining
cavities, which will react with the main flow to form a
vortex.

(2) New cavities generate from the shoulder point. Correspond-
ingly, the pressure at the new cavity closure gradually
increases. The remaining cavities of the last cycle are con-
trolled by the vortex, shedding downstream (as shown in
the middle view in Fig. 11).

(3) Shedding cavities start to collapse, producing a pressure
pulse near the cavity closure. Meanwhile, the new re-entry
jet generates in the cavities near the closure by the adverse
pressure gradient (as shown in the bottom view in Fig. 11).

(4) Shedding bubbles continue collapsing. They generate a
high pressure in a large area, which increases the adverse
pressure gradient and accelerates the re-entry jet signifi-
cantly (as shown in the top view in Fig. 12).

(5) Re-entry jet moves upstream and produces a pressure per-
turbation inside the cavities, which divides the bubble into
two parts (as shown in the middle view in Fig. 12).

(6) As the sustained movement of the re-entry jet, the upstream
part of cavities shrinks rapidly to collapse at the shoulder
point finally. At this moment, a cycle of cloud cavitation
induced by the motion of re-entry jet is completed (as
shown in the bottom view in Fig. 12).

The preceding analysis implies that the collapse of shedding
cavities plays a vital role in the development and strength
improvement of re-entry jet. Figure 13 shows the time history of
the pressure coefficients of different points on the projectile wall.
The pressure peaks generated by the cavity collapse (which are up
to eight at shoulder point and two around shedding cavities, as
shown in the top and bottom views in Fig. 13, respectively) are
significantly higher than the pressure at the closure of the cavity
as quasi-stagnation pressures (which are usually 0.3–0.5, as shown

in the middle view in Fig. 13). The results are similar with those
reported by Iga et al. [32] in the cavitation surge phenomenon in
cascade.

The pressure and velocity distributions at the same moments
with Figs. 11 and 12 are shown in Fig. 14. From the pressure con-
tour, the main and shedding cavities are all located in the low-
pressure area, and a large area of high pressure is generated by the
collapse of the shedding cavity in the down-left view of Fig. 14.
As shown by the velocity vectors, the evolution of re-entry jet can
be clearly seen inside the cavity. The re-entry jet is generated
when the shedding cavity collapses and there is a large adverse
pressure gradient at the end of the cavity. The re-entry jet is
shown as the large velocity region inside the cavity pointed by the
arrow (on the moments of 2.86, 3.33, and 3.80 shown in Fig. 14).
And the jet thickness is approximately half of the cavity thickness.
The shedding cavity always moves downstream with a vortex.

4.3 Interaction Between Vortices and Cavities. The con-
tours of the turbulent kinetic energy of the 2D results are shown in
Fig. 15. The lines represent the density variation in cavity area.
Two main areas exist, where the turbulent kinetic energy is high;
one area is around the shoulder where the flow accelerates, and
the other area is near the wall between the main and shedding cav-
ities. By contrast, the turbulent kinetic energy is often low inside
the cavity. It also shows that the mixture density is between 500
and 900 kg/m3 in the re-entry jet regions at moments of 2.86,
3.33, and 3.80, which indicates that the re-entry jet has a large
component of liquid water (as shown in Fig. 15).

Compared with the contours in Fig. 15, the vorticity magnitude
contours on the slices of the 3D results are shown in Fig. 16.
Given that more scales of vortices can be resolved using LES
method, the vorticity magnitude distribution in the cavitation
region such as the high value areas is similar to that of the turbu-
lent kinetic energy in the 2D results shown in Fig. 15. But the
thickness in the 2D results is larger especially in the front conical
region before the separation point of the projectile. In addition,
the 2D RANS approach uses the homogeneous isotropic turbu-
lence model; thus, the shedding vortices are more isotropic in dif-
ferent directions (as shown in Fig. 15, tv0/D¼ 1.70). By contrast,
the shapes of shedding vortices in the 3D results are influenced by

Fig. 13 Time history pressure coefficients at different points along the wall
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the main flow. The depression to the downstream limits the over-
all height of the vortex (as shown in Fig. 16—A2-2). The heights
of the shedding cavities are also lower than the 2D results, which
are more similar to the experimental observation. However, the
2D simulation can still obtain the important large-scale vortices
well, which interact with the cavity evolution closely.

Besides the main vortices mentioned above, we can obtain
more details in the 3D LES results. Figure 17 shows the time
sequence of the isosurfaces, on which the vorticity magnitude is
5000 s�1, and the color stands for the axial velocity. In one cycle,
the newly generated cavity around the shoulder is located in
large-scale regular vortices, and insignificant perturbation occurs

Fig. 15 Time sequence of turbulent kinetic energy contours

Fig. 14 Time sequence of pressure and velocity distributions in the flow field
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by the fluctuation velocity (shown in Fig. 17—A1–A3). Conse-
quently, the newly generated cavity often seems to be clean and
smooth (shown in Fig. 9—A1–A3, also shown in Fig. 8—stage 1).
The shedding cavities move between the main flow and re-entry
jets with much perturbation by small vortices. After the shedding
cavities collapse, the vortices are further broken down, carrying a
small amount of gas downstream (shown in Fig. 17—A3–A5).
New re-entry jets are then generated and flow upstream, breaking
the vortices in the main cavity. The water and vapor are
mixed sufficiently by the re-entry jet; hence, the cavity becomes
irregular and rough (shown in Fig. 17—A5–A6, also shown in
Fig. 8—stage 2).

5 Conclusions

In this study, an experimental system based on SHPB launching
and high-speed photographing was established for cloud cavita-
tion around slender axisymmetric projectiles. The corresponding
phenomena were then predicted using two different types of nu-
merical methods based on 2D mixture–RANS approach and 3D
VOF–LES approach. The experimental and numerical results rep-
resent similar quasi-periodical unsteady evolutions of cavities
near the shoulder.

The investigations of pressure and velocity evolutions show
that the re-entry jet, which is produced and accelerated by the
adverse pressure gradient, is the key factor to the cavitation insta-
bility. Pressure pulses generated by the cavity collapse are signifi-
cantly higher than the pressure at the closure of the cavity as
quasi-stagnation pressures. Thus, they play a vital role in the de-
velopment and strength improvement of re-entry jet in this case.

The 2D method can represent the physical phenomena effec-
tively, and the evolution of the main cavities gained with it agrees
well with that in the 3D LES simulations. Therefore, the 2D
method adopted in this study can be further used to predict the
unsteady cavitation around vehicles with the similar shape in en-
gineering applications. The 3D LES method can give better

Fig. 16 Time sequence of vorticity magnitude contours on the
slice of the 3D results

Fig. 17 Time sequence of the isosurfaces on which the vorticity magnitude is 5000 s21
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simulation on the shedding vortices than the 2D method, and
more accurate shapes of shedding cavities are captured. Therefore,
LES method is more effective for detailed analysis.
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