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A 5-point-stencil optimised nonlinear scheme with spectral-like resolution within the whole wave
number range for secondary derivatives is devised. The proposed scheme can compensate for the
dissipation deficiency of traditional linear schemes and suppress the spurious energy accumulation
that occurs at high wave numbers, both of which are frequently encountered in large eddy simula-
tion. The new scheme is composed of a linear fourth-order central scheme term and an artificial vis-
cosity term. These two terms are connected by a nonlinear weight. The proposed nonlinear weight
is designed based on Fourier analysis, rather than Taylor analysis, to guarantee a spectral-like res-
olution. Moreover, the accuracy is not affected by the optimisation, and the new scheme reaches
fourth-order accuracy. The new scheme is tested numerically using the one-dimensional diffusion
problem, one-dimensional steady viscous Burger’s shock, two-dimensional vortex decaying, three-
dimensional isotropic decaying turbulence and fully developed turbulent channel flow. All the tests
confirm that the new schemehas spectral-like resolution and can improve the accuracy of the energy
spectrum, dissipation rate and high-order statistics of turbulent flows.

1. Introduction

High-resolution numerical schemes are widely used in
detailed simulations of complex flows, such as direct
numerical simulation (DNS) (Martín et al. 2006; Li, Fu,
andMa 2010) or large eddy simulation (LES) (Nagarajan,
Lele, and Ferziger 2003; Sayadi and Moin 2012; Yu
et al. 2013) of turbulent flows. In high-resolution simula-
tions, all derivative terms of the Navier–Stokes equations,
including both the first and the secondary deriva-
tives, should be discretised using high-order numerical
schemes. Most research efforts are directed towards the
numerical methods for the first derivatives in the convec-
tion terms (Fu and Ma 1997; Yanwen et al. 1999; Deng
and Zhang 2000; De and Eswaran 2006; Liang et al. 2009;
Pirozzoli 2011; Tian and Yu 2011; Tian, Liang, and Yu
2011; Deng et al. 2012; Qin, Xia, and Tian 2014). Accord-
ing toMattsson, Svärd, and Shoeybi (2008), the scheme of
secondary derivativesmay affect the stability of the calcu-
lation. The results of Suzuki et al. (2013) showed that the
accuracy of high-order statistics can be increased by using
higher order schemes of viscous terms. In LES, where
central schemes are usually used for convective terms,
the viscous terms are responsible for the stability of the
calculation. Thus, numerical schemes for the secondary
derivatives must be studied in-depth.

Comparedwith those on the first derivatives, works on
the secondary derivatives are not sufficient. Lele (1992)
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summarised the general form of compact schemes and a
method to optimise the schemes. Mohammadian (2010)
compared the Fourier properties of two schemes for vis-
cous terms in shallow flows. It was found that a proper
treatment of the viscous terms could avoid the oscilla-
tions of the shortest resolvable waves. Shen, Zha, and
Chen (2009), Shen andZha (2010), Zingg et al. (2000) and
Gerolymos and Vallet (2012) improved the resolution of
the scheme of secondary derivatives with variable viscos-
ity by reducing the stencil of the scheme. They obtained
schemes in conservative forms, which were suitable for
flows with shock waves. Mattsson, Svärd, and Shoeybi
(2008) and Mattsson (2012) suggested the improve-
ment of the resolution and stability of secondary deriva-
tives using narrow stencils and also proposed bound-
ary schemes with the summation-by-part (SBP) property.
The resulting schemeswere able to capture aweak viscous
shock without any artificial viscosity. Vaassen, Vigneron,
and Essers (2008) proposed a conservative and consis-
tent scheme for viscous terms that possessed good accu-
racy, even for highly distorted unstructured meshes. Tu,
Deng, and Mao (2011) proposed a staggered cell-edge
high-order compact scheme, which can avoid the oscilla-
tions caused by cell-node high-order schemes. The works
described above demonstrate that increasing the resolu-
tion of viscous terms helps suppress non-physical oscilla-
tions and stabilise the calculation.
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In LES, numerical errors are more evident than those
in DNS because of the limited grid resolution (Chow and
Moin 2003). Energy accumulation will occur within a
highwave number range introduced by the aliasing errors
of convective terms (Kennedy and Gruber 2008). There-
fore, the performance of the schemes for viscous terms at
high wave number is highly significant. High-resolution
schemes of viscous terms are required to suppress this
energy accumulation. However, high-resolution linear
schemes, which are widely used in LES, always require
large stencils. Wide stencils of computational points will
reduce the parallel efficiency and restrict the applica-
tion to problems with complex boundary conditions.
This becomes an issue when designing a linear scheme
with a short stencil and high resolution. In this paper,
we abandon the linear framework and design a non-
linear scheme with both higher resolution and reduced
stencil.

The most serious challenge in designing a nonlin-
ear scheme is the nonlinear weight. A nonlinear scheme
often comprises several linear schemes combined by
nonlinear weights, such as the WENO (weighted essen-
tially non-oscillatory) schemes (Jiang and Shu 1996).
The form of the nonlinear weights is extremely impor-
tant for a nonlinear scheme. Various shock sensors, lim-
iters and nonlinear weights exist (Ducros et al. 1999;
Harten 1978; Borges et al. 2008; Jameson et al. 1981; Ren,
Liu, and Zhang 2003). However, they were specifically
devised for discontinuity. In shock-free region, central
schemes or compact schemes with little numerical dis-
sipation are usually used for convective terms. The dis-
sipation is mainly controlled by secondary derivatives.
So, a new weight for shock-free region to control the
dissipation of secondary derivatives is needed. In our
work, we propose a new weight specifically designed
for smooth flows based on Fourier analysis, considering
that smooth flows can be expanded into Fourier series.
Then the new weight will be applied in the design of a
nonlinear scheme with a 5-point-stencil for secondary
derivatives.

The paper is organised as follows, In Section 2, we
show the shortages of linear optimisation in short sten-
cils, such as low resolution and the overestimation of dis-
sipation at low wave number; in Section 3, a new weight
designed especially for smooth flows is proposed, and a
spectral-like nonlinear scheme with a 5-point stencil is
developed using the new weight; numerical tests of the
one-dimensional (1D) diffusion problem, 1D steady vis-
cous Burger’s shock problem, 2D vortex diffusion prob-
lem, and 3D homogeneous isotropic decaying turbulence
and fully developed turbulent channel flow are presented
in Section 4 to verify the high resolution of the new
scheme.

+ + + + + + + + + + + + + + + + + +
+ + + + + + +
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Figure . Plot of the Fourier property of the linear optimised
schemeswith different c’s. The solid line represents the exact value
of the reduced wave number. The dashed line represents ω′′ = .
The other lines with symbols are the reduced numbers of linear
schemes with different c’s, from−. to ..

2. Analysis of the deficiency of linear
optimisation

We restrict the scheme in a 5-point stencil for convenient
application to complex geometries. Then the 5-point-
stencil scheme for secondary derivatives can be written
in the following form:

∂2u
∂x2

= − (ui+2 + ui−2) + 16 (ui+1 + ui−1) − 30ui
12�x2

−c
(ui+2 + ui−2) − 4 (ui+1 + ui−1) + 6ui

�x2
(1)

where the first term of the right-hand terms is a stan-
dard fourth-order central scheme and the second term is
a second-order artificial dissipation term.

Suppose u = exp(ikx). Then, the exact value of ∂2u
∂x2 is

−k2exp (ikx). Substituting u = exp(ikx) into the scheme
above, we obtain ∂2u

∂x2 = −w′′ exp (ikx) /�x2. w′′ is called
the reduced wave number, and w′′ of the scheme is as fol-
lows:

w′′ (α) = [2cos (2α) − 32cos (α) + 30] /12
+ c [2cos (2α) − 8cos (α) + 6] (2)

where α = k�x is the scaled wave number, which ranges
from 0 to π .

The exact value of w′′ is α2. The scheme underesti-
mates the dissipation if w′′ < α2 and overestimates the
dissipation ifw′′ > α2. Thew′′’s for different c′s are shown
in Figure 1. It is illustrated that w′′ � α2 on the condition
that c � 0, which means that the scheme underestimates
dissipation at all wave numbers. We note that c = 0 rep-
resents the standard fourth-order scheme. On condition
that the discretisation of convective terms produces no
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numerical errors, standard central schemes will lead to
entropy deficiency. Only if c ≥ π2

16 − 1
3 is chosen can the

scheme produce sufficient entropy over the whole wave
number range. However, it is too dissipative at high wave
numbers. The overestimated viscosity will reduce the res-
olution and dampen the useful information of fine-scale
structures. Therefore, a perfect schemewith both stability
and high resolution is difficult to develop in the form of
Equation (1). We will resort to the nonlinear correction
to modify the scheme in the next part.

3. Nonlinear scheme for secondary derivatives

The key point of nonlinear optimisation is to add adaptive
artificial dissipation to the standard fourth-order scheme.
As seen in Figure 1, the dissipation deficiency of the
fourth-order central scheme is small at lowwave numbers
and large at high wave numbers. Therefore, the artificial
dissipation is designed to be small at low wave numbers
and relatively large at high wave numbers. We write the
nonlinear scheme in the following form:

∂2u
∂x2

= − (ui+2 + ui−2) + 16 (ui+1 + ui−1) − 30ui
12�x2

− c (ui−2, . . . , ui+2)

× (ui+2 + ui−2) − 4 (ui+1 + ui−1) + 6ui
�x2

(3)

where c is a function of u instead of being a constant, as
in Section 2. A proper form of c should be designed to
ensure that the modified wave number is similar to the
exact solution. c is rewritten in the form c = c0θ̂ j, where θ̂ j
is a nonlinear weight ranging from 0 to 1. If the coefficient
c0 is set to π2

16 − 1
3 , the nonlinear weight should take the

value of zero at α = 0 and 1 at α = π to ensure that w′′

is exact at α = 0 and α = π . Moreover, θ̂ j should be a
monotonous function of α to add more viscosity at high
wave numbers and less at low wave numbers. Then, the
main task is to design θ̂ j.

3.1. Design of a nonlinear weight based on Fourier
analysis

Unlike shock sensors, which aim to identify discontinuity
(i.e., shock or contact discontinuity), θ̂ j aims to recognise
high-frequency waves in smooth flows. This motivates us
to search for a nonlinear weight with good properties in
Fourier space.

A good nonlinear weight in Fourier space should have
the following properties:

(1) The value of the weight should be constant for a
single cosine/sine wave at a certain wave number
α.
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Figure . Plot of the Fourier property of schemes CD_compact
and CD_wide. The solid and dashed lines are the reduced wave
numbers of CD and OCD, respectively. The dash–dot line is the
difference between the two schemes.

(2) It should be a smooth and monotone function of
the wave number.

(3) It should take the value of 0 at α = 0 and 1 at α =
π .

First, we follow the design philosophy of Harten’s sen-
sor and write the new weight in the following form:

θ̂ j =
∣∣∣∣ |S1| − |S2|
|S1| + |S2|

∣∣∣∣ (4)

S1 = uj + 1 − uj and S2 = uj − uj − 1 are selected inHarten’s
sensor, assuming that |uj + 1 − uj| − |uj − uj − 1| is of the
order of O(�x2) in smooth flow and O(1) near a shock.
Thus, the value of the switch is small in smooth flow and
1 near a shock.

Now, we change the order analysis to Fourier analysis.
A new S1 and S2 should be designed with the property
that |S1| − |S2| ∼ O(αn) at low wave numbers and |S1| −
|S2| ∼ O(1) at high wave numbers, where α = k�x.

Here, we propose a simple design. First, we observe
the dissipative property of the following schemes:
CD2_compact and CD2_wide

CD2_compact : u′′ = (ui+1 + ui−1 − 2ui) /�x2 (5)

CD2_wide : u′′ = (ui+2 + ui−2 − 2ui) /
(
4�x2

)
(6)

As shown in Figure 2, the dissipation of the scheme
with a wide stencil tends towards zero at α = π , while that
with a compact stencil tends towards a non-zero positive
value. The difference between the two schemes increases
as the wave number increases. This property can be used
to construct a weight coefficient, as follows:

S1 = |ui+1 + ui−1 − 2ui| (7)
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Figure . Plot of a cosine wave and the discrete points on it.

S2 = |ui+2 + ui−2 − 2ui| /4 (8)

θ̂ j = ∣∣Sr1 − Sr2
∣∣ / ∣∣Sr1 + Sr2

∣∣ (9)

θ̂ j is constructed by scheme CD2_compact and scheme
CD2_wide. These two schemes produce similar results
at low wave numbers but are very different at high wave
numbers. Thus, the weight coefficient θ̂ j tends towards 0
at lowwave numbers and approaches 1 at highwave num-
bers monotonously. Moreover, we can also verify that the
new weight is independent of the physical positions for
a single cosine/sine wave. We take the cosine wave as an
example. The value of the new weight for a cosine wave is
as follows:

S1 = |2cos (α) − 2| |cos (kx)| (10)

S2 = |2cos (2α) − 2| |cos (kx)| /4 (11)

θ̂ j = ∣∣Sr1 − Sr2
∣∣ / ∣∣Sr1 + Sr2

∣∣ (12)

It is easy to see that the only term relative to x, i.e.,
|cos(kx)|, will disappear as a result of division. Then, the
resulting weight is a simple function of α, which satisfies
all the requirements mentioned above. Note that there is
an adjustable coefficient r in θ̂ j. We should optimise the r
to match the spectral property.

Figure 4 presents an example in which we discretise a
cosine wave (see Figure 3) with 10 points, namely α =
π /9. The values of the Harten switch and the new sen-
sor (r = 2 is given) at different nodes are given. It can be
seen that the newweight takes the same value at all points,
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Figure . The value of different nonlinear weights at different
points. The solid line with circles represents the value of the new
weight, and the solid line with triangles represents the value of
Harten switch.
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Figure . The value of the new weight versus α.

which is the desired result. Figure 5 shows the value of the
weight versus α. The properties of the weight in Fourier
space satisfy all the requirements mentioned above.

Taylor analysis of the nonlinear weight shows that

θ̂ j ∼ (r − 2) (r − 3) �x2

If r � 2 and r � 3, then the weight is a second-
order term. We recall that the linear viscosity term is of
second order; thus, the whole nonlinear viscosity term
is of fourth-order accuracy. Then, the new nonlinear
scheme is of the same order as the fourth-order central
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scheme, i.e., we can increase the resolution without loss
of accuracy.

3.2. Optimisation of the new scheme

The scheme is now nonlinear; thus, we need to use
the nonlinear Fourier analysis method (Li, Leng, and
He 2013). This method is primarily designed to analyse
the spectral properties of schemes for first derivatives.
The analysis of schemes for secondary derivatives can be
achieved by simple extension.

Consider a nonlinear finite difference scheme for sec-
ondary derivatives, defined as

Fj = �x2u′′
j = F

(
uj−2, . . . , uj+2

)
(13)

The uniform grids xj = j�x are given. Let uj = exp(ikxj);
then,

Fj = (�x)2 u′′
j = F

(
eik(x j−p�x), . . . , eik(x j+q�x)

)
(14)

where p and q are the left and right bounds of the sten-
cil, respectively. We suppose that Fj can be expanded to
Fourier space. Then,

Fj = (�x)2 u′′
j = F

(
eik(x j−p�x), . . . , eik(x j+q�x)

)

= F̂keikx j (15)

It is known that the exact solution of the difference is

Fexact
j = (�x)2

(
∂2u
∂x2

)
j
= −k2 (�x)2 eikx j = −α2eikx j

(16)
Compared with Equation (15), kr and ki for the spectral
method are

kexactr = −α2, kexacti = 0 (17)

Thus, the dissipative and dispersive properties of the non-
linear scheme are

kr = kr (α) = Re
(
F̂k

)
, ki = ki (α) = Im

(
F̂k

)
(18)

We note that for central schemes, ki is always zero; thus,
we only need to analyse kr. Then, we can use this method
to analyse the spectral properties of nonlinear schemes
and identify the optimal one. There is an adjustable
parameter r in the new scheme. r is optimised to achieve
minimum dissipative error. Through optimisation, we
obtain the optimal r = 68/165. the Fourier property of
the optimal scheme (OCD4) is shown in Figure 6, which
shows that the dissipative property coincides with the
exact solution perfectly at all wave numbers.
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Figure . Plot of the Fourier property of schemes with nonlin-
ear optimisation. The solid and dash–dot lines are the reduced
wave numbers of OCD and CD, respectively. The dashed line is
reduced wave numbers of the linear scheme with c=π /− /.

Here, we stress that the optimisation is based on
the analysis of single cosine/sine waves. For a multi-
frequency field, the dissipative property of the new
schememay not be so precise. However, better results can
be obtained if we apply the new scheme to practical cal-
culations (see Section 4).

The denominator of the weight may be zero when the
scheme is applied to practical simulations. Thus, a small
number ϵ= 10−6 is added to the expression of the weight.
The final form of the new weight is

S1 = |ui+1 + ui−1 − 2ui| + ε (19)

S2 = |ui+2 + ui−2 − 2ui| /4 + ε (20)

θ̂ j = ∣∣Sr1 − Sr2
∣∣ / ∣∣Sr1 + Sr2

∣∣ (21)

where r = 68/165. Finally, the expression of OCD4 is as
follows:

∂2u
∂x2

= − (ui+2 + ui−2) + 16 (ui+1 + ui−1) − 30ui
12�x2

− c0θ̂ j
(ui+2 + ui−2) − 4 (ui+1 + ui−1) + 6ui

�x2
(22)

where c0 = π2/16 − 1/3 and θ̂ j are defined as Equa-
tion (21).

4. Numerical tests

The results of numerical simulations of the simple test
cases are presented in the next subsections to assess the
performance of the proposed scheme. Most cases were
run in under-resolved grid sets to test the ability of the
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Table  Accuracy comparison of schemes CD and OCD.

Scheme N L� error L� order L error L order

CD  . – . –
 . . . .
 . . . .
 .E− . .E− .
 .E− . .E− .
 .E− . .E− .

OCD  . – . –
 . . . .
 .E− . .E− .
 .E− . .E− .
 .E− . .E− .
 .E− . .E− .

new scheme to suppress unresolved oscillations. As all
tests are incompressible cases, there is no need to consider
the discretisation of cross-derivatives.We denote the new
scheme as OCD4 and the standard fourth-order central
scheme as CD4. Note that time integration is performed
by means of a standard explicit third-order Runge–Kutta
scheme for all calculations hereafter.

4.1. Accuracy test

Supposing that u= sin(6πx), x� [0, 1], the exact solution
of the secondary derivative is ∂2x

∂x2 = −36π2sin (6πx).
Here we do not solve the diffusion equation. Only the
order of the secondary derivative is analysed. The conver-
gence tests for the schemes CD4 and OCD4 are shown in
Table 1.

The major difference between the two schemes is the
resolution at high wave numbers (coarse grid). As seen
in Table 1, for a coarse grid, absolute error of OCD4 is
one order of magnitude less than that of scheme CD4,
although the order of the scheme OCD4 does not reach
that of CD4. This property will help dampen spurious
oscillations, which are often triggered by under-resolved
problems, such as LES or aweak viscous shock.Moreover,
as the number of grids increases, the convergence rate
approaches that of scheme CD4. Thus, the resolution is
increased without accuracy loss when the nonlinear term
of OCD4 is written in the current form. We also discover
that the absolute error of the new scheme is always less
than that of scheme CD4 from the coarsest grid to the
finest grid case.

4.2. One-dimensional diffusion equation

The diffusion equation is as follows:

∂T
∂t

= k
∂2T
∂x2

, x ∈ [0, 1]

T (x, 0) = sin (6πx)
(23)
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Figure . Distribution of T at t=  for schemes CD andOCD. The
solid line is the exact solution. Circles represent the value of the
OCD and triangles represent the value of CD.
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Figure . Evolution of E as a function of t for schemes CD and
OCD. Circles represent the exact value of energy evolution. The
solid and dashed lines represent the energy evolution of CD and
OCD, respectively.

where k = 0.01. This problem is solved under periodic
boundary conditions.We define E = ∫ 1

0 T 2dx as the total
energy. Figure 7 and 8 display the distribution of T at
t = 5 and the evolution of E from t = 0–5, respectively.

We know that the spectral method is able to capture a
sinewavewith only two points. This resolution is the limit
of the finite difference method. In the current case, there
are three waves in the computational domain, which can
be resolved by seven points using the spectral method.
The problem is solvedwith eight points to avoid obtaining
a trivial solution, and the grid size is 1/7. The numerical
results show that the new scheme can capture the exact
decaying process of the three waves with only eight
points, whereas scheme CD4 deviates substantially from
the exact solutions. The resolution of scheme OCD4 is
nearly the spectral resolution.



INTERNATIONAL JOURNAL OF COMPUTATIONAL FLUID DYNAMICS 113

t

L
2-

er
ro

r

10-3 10-2 10-1 100
10-8

10-7

10-6

10-5

10-4

10-3

CD4
OCD4

Figure . Plot of the evolution of the L error of schemes CD and
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of the L error of scheme OCD and the solid line with triangles
represents the evolution of the L error of scheme CD.

4.3. One-dimensional viscous Burger’s equation

Next, we address the nonlinear problem with a viscous
shock. The 1D viscous Burger’s equation is as follows:

∂u
∂t

+ u
∂u
∂x

= 1
Re

∂2u
∂x2

, x ∈ (−1, 1) (24)

The analytical solution to the equation is

u = −atanh [Re (0.5ax − ct )] + c (25)

where a and c can be chosen arbitrarily.
In the discretisation of Burgers equation, there are

two sources of numerical errors: dispersive errors from
the discretisation of the convective terms and dissipa-
tive errors from the discretisation of the viscous terms.
Because this work is focused on the scheme for the vis-
cous terms (the second derivatives), here we choose a sta-
tionary viscous shockwith a= 1 and c= 0 as the test case.
As dispersive errors mainly affect the transport speed,
dispersive errors can be neglected in stationary cases
(Mattsson, Svärd, and Shoeybi 2008).

We set Re = 100 and use 71 points to test the dissipa-
tive property of a mildly under-resolved problem (strong
shocks require additional artificial dissipation, even in the
new scheme). The convective term is written in cannon
form (Jameson 2008) and discretised using the fourth-
order central scheme,while the viscous term is discretised
using schemes CD4 and OCD4. The initial velocity is the
exact solution. In Figure 9, we show the convergence his-
tories of different approximations of Burger’s equation. It
is clear that scheme OCD4 performs as expected. After a
long evolution, the L2-error of scheme OCD4 is over one
order of magnitude less than that of scheme CD4. The
new scheme is more accurate near the shock, as shown in
Figure 10, but overshoots after the shock disappears.
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Figure . Plot of the distribution of u at t =  for schemes CD
and OCD. The solid line is the exact solution. The solid line with
circles represents the value of the OCD and the dashed line with
triangles represents the value of CD.

4.4. Two-dimensional vortex decaying

We begin by computing an analytical vortex decaying
solution of incompressible Navier–Stokes equations (see
Taylor 1923). The initial condition is taken as (Chorin
1968) follows:

u
(
x, y, 0

) = −cos (Nx) sin
(
Ny

)
v

(
x, y, 0

) = sin (Nx) cos
(
Ny

)
0 ≤ x ≤ 2π, 0 ≤ y ≤ 2π

(26)

The exact solution for this case is known to be

u
(
x, y, t

) = −cos (Nx) sin
(
Ny

)
exp

(−2N2t/Re
)

v
(
x, y, 0

) = sin (Nx) cos
(
Ny

)
exp

(−2N2t/Re
)
(27)

where N is an integer.
This case describes the decaying of an array of vortexes

in viscous flow. In the simulation, we set N = 4 and Re =
100; the initial vorticity contour is displayed in Figure 11.
The convective terms are discretised using the fourth-
order central scheme, and the viscous terms are discre-
tised using schemes CD4 and OCD4.

There are four pairs of vortexes in every dimension.
We can use a minimum of eight points to capture the
decaying process for the scheme with spectral resolution.
In our simulation, we use onemore point in every dimen-
sion to avoid trivial solutions. Here, two sets of grid cells
(92 and 182) are used to test the new scheme.

We also defineE=�V(u2 + v2)dx/V; the energy decay-
ing process is as follows.
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Figure . Plot of the initial distribution of u.
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Figure . Evolution of E at N=  for schemes CD and OCD. Cir-
cles represent the exact value. The solid and dashed lines are the
evolution of total energy with schemes OCD and CD, respec-
tively.

Figure 12 and 13 show the evolution of E for grids
92 and 182, respectively. Even if a grid of 92 is used,
the decaying process can be exactly captured by the new
scheme. The resolution of the new scheme is as high as
that of the spectral method. In Figure 14, the distribution
of u at y = 2π /9 confirms this property. Because of the
dissipation deficiency of scheme CD4, after a long evo-
lution, the relative error at an extreme point may exceed
100%, and scheme CD4 fails to catch the decay process.
In contrast, the results of OCD4 are almost the same as
the exact value.

4.5. Three-dimensional incompressible isotropic
homogeneous turbulence

Now, we consider the 3D incompressible Navier–Stokes
equations. The first case is homogeneous decaying
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Figure . Evolution of E at N =  for schemes CD and OCD.
Circles represent the exact value. The solid and dashed lines are
the evolution of total energywith schemesOCD andCD, respec-
tively.
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Figure . Plot of the distribution ofu at y= π / for schemes CD
and OCD. The solid line represents the exact value. Circles repre-
sent resultswith schemeOCDand triangles represent resultswith
scheme CD.

isotropic turbulence, which is simulated in a cubic box of
length 2π . As suggested by Samtaney, Pullin, andKosovic
(2001), the initial energy spectrum isE (k) = Ak4e−2k2/k20 ,
and k0 = 8 and A= 0.00013 are chosen. The initial Reλ is
58, and the turnover time is τ =

√
32
A (2π)1/4 k−7/2

0 .
We aimed to test the behaviour of the new scheme for

coarse grids. In this case, both convective terms and vis-
cous terms exert great influence on small scales. To elim-
inate the errors caused by convective terms, we treat con-
vective terms with the spectral method and use the 3/2
rule to remove aliasing errors. The viscous terms are dis-
cretised by using schemes CD4, OCD4 and the spectral
method.We choose the grids 323 and 1283 to test the new
scheme. The two sets of grids refer to LES and DNS grids,
respectively. No subgrid-scale (SGS) model is added to
test the effect of the schemes alone. Figure 15 and 16 dis-
play the resolved turbulent energy decaying processes of
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Figure . Plots of the evolution of E at N =  for schemes
CD and OCD. Circles represent the results with spectral method.
The solid and dashed lines are the evolution of total energy with
schemes OCD and CD, respectively.

different grids (N = 323 and N = 1283). The resolved
total turbulent energy is defined as E = 1

2 〈uiui〉, where
the angle brackets represent the spatial average.

At N = 323, scheme CD4 greatly overestimates the
turbulent energy, whereas the result of scheme OCD4
agrees well with the spectral method. This is because the
decaying of turbulent energy is mainly attributable to the
viscous dissipation at high wave numbers, and scheme
CD4 severely underestimates this dissipation. At N =
1283, where the resolution is sufficient, the results of both
schemes coincide with that of the spectral method.

Figure 17 and 18 show the resolved energy spectrum at
t= 1.5 and the evolution of the dissipation rate atN= 323.
Scheme CD4 overestimates the energy spectrum at high
wave numbers for coarse grids, whereas the new scheme
can suppress the excess energy, which allows its results to
agree well with those of the spectral method. Similarly,
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Figure . Plots of the energy spectrum at t= . for schemes CD
and OCD. The solid line with circles represents the result of spec-
tral method. The solid line with diamonds represents the results
with scheme OCD. The solid line with triangles represents the
results with scheme CD.

t

d
is

si
p

at
io

n
ra

te

0 0.5 1 1.5 2 2.5 3
0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

0.11

spectral
CD4
OCD4

Figure . Plots of the evolution of the dissipation rate at N =
 for schemes CD and OCD. Circles represent the results with
spectral method. The solid and dashed lines are the results with
schemes OCD and CD, respectively.

the dissipation rate results are more accurate when using
the new scheme. The above results show that the numer-
ical errors of scheme CD4 cannot be neglected for coarse
grids. This conclusion indicates that we must use high-
resolution schemes in LES instead of scheme CD4.

The improvement of the skewness of velocity deriva-
tives provides further evidence of the advantages of the
new scheme. Figure 19 shows the skewness of �u/�x at
N = 1283. The skewness obtained using scheme OCD4
coincides with that of the spectral method, while scheme
CD4overestimates the skewness, even for fine grids (DNS
grids). Thus, we draw the same conclusion as that of
Suzuki et al. (2013): using high-resolution schemes for
viscous terms will improve the accuracy of high-order
statistics in DNS.
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Figure . Plots ofmean stream-wise velocity profiles for schemes
CD and OCD. Circles represent the stream-wise velocity profile
of case I. The solid line represents the streamwise velocity profile of
case II with scheme OCD. The dashed line represents the stream-
wise velocity profile of case III with scheme CD.

4.6. Incompressible turbulent channel flow

The second 3D case is incompressible turbulent chan-
nel flow. The channel flow is initialised by a laminar flow
(Poiseuille profile) with random disturbance with ampli-
tudes of approximately 1% of the streamwise velocity.
Periodic boundary conditions are applied in the stream-
wise (x) and spanwise (z) directions, and the volume force
that drives the flow is adjusted dynamically to maintain
a constant mass flux through the channel. The friction
Reynolds number, which is based on the wall friction
velocity, uτ , and the channel half height δ, is Reτ = 191.
Two sets of grids (96*129*96 and 192*129*192) are calcu-
lated. The resolution of the fine grid is suitable for DNS,
and that of the coarse grid is slightly under-resolved. For
the coarse grid, no SGS model is used to compare the
effects of the schemes. The case of the fine grids is named
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Figure . Partial view of mean streamwise velocity profiles near
buffer layer region for schemes CD and OCD. Circles represent
the streamwise velocity profile of case I. The solid line represents
the streamwise velocity profile of case II with scheme OCD. The
dashed line represents the streamwise velocity profile of case III
with scheme CD.
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Figure . Plots of the energy spectra of streamwise velocity for
schemes CD and OCD. Circles represent the energy spectra of
streamwise velocity of case I. The solid line represents the energy
spectra of streamwise velocity of case II with scheme OCD. The
dashed line represents the energy spectra of streamwise velocity
of case III with scheme CD.

case I. The cases with coarse grids are named case II and
case III for schemes CD4 and OCD4, respectively.

Themean value of three velocity components are aver-
aged in time and over horizontal planes. Figure 20 shows
the mean streamwise velocity profiles for the three cases.
There is not much difference among the mean veloci-
ties of case I, case II and case III. The partial enlarged
view of the buffer layer region in Figure 21 shows that
scheme OCD4 performs better in the buffer layer region.
The energy spectra of streamwise, spanwise and verti-
cal velocities are displayed in Figure 22–24. The energy
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Figure . Plots of the energy spectra of spanwise velocity for
schemes CD and OCD. Circles represent the energy spectra of
spanwise velocity of case I. The solid line represents the energy
spectra of spanwise velocity of case II with scheme OCD. The
dashed line represents the energy spectra of spanwise velocity of
case III with scheme CD.
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Figure . Plots of the energy spectra of vertical velocity for
schemes CD and OCD. Circles represent the energy spectra of
vertical velocity of case I. The solid line represents the energy spec-
tra of vertical velocity of case IIwith schemeOCD. Thedashed line
represents the energy spectra of vertical velocity of case III with
scheme CD.

spectra of the velocities calculated using scheme CD4 are
larger than those calculated using scheme OCD4 within
a high wave number range, showing that scheme CD4
overestimates the energy at all scales. The additional dis-
sipation in scheme OCD4 can dampen the extra energy
and improve the results. Similar but larger differences
in energy spectra for high-order statistics are observed
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Figure . Plots of the energy spectra of Reynolds stress for
schemes CD and OCD. Circles represent the energy spectra of
Reynolds stress of case I. The solid line represents the energy spec-
tra of Reynolds stress of case II with schemeOCD. The dashed line
represents the energy spectra of Reynolds stress of case III with
scheme CD.

in Figure 25, which presents spectra of the Reynolds
stresses.

5. Summary and conclusion

A new nonlinear scheme for secondary derivatives with a
5-point stencil is proposed to increase both the resolution
and stability of schemes for secondary derivatives. The
dissipative property of the new scheme coincides with
the spectral method over the whole wave number range.
The new scheme is a combination of a fourth-order cen-
tral scheme and an artificial viscosity term. These two
parts are connected by a nonlinear weight, which was
designed specifically for the smooth region. The pro-
posed nonlinear weight is independent of physical posi-
tions for a cosine wave at a certain wave number, which
is important for optimisation in Fourier space. Nonlinear
Fourier analysis is performed to optimise the new scheme
to achieve spectral-like resolution over the whole wave
number range. An accuracy test shows that the resolution
is increased without accuracy loss.

Five cases (diffusion equation, Burger’s equation, vor-
tex decay problem, isotropic homogeneous turbulence
and fully developed turbulent channel flow) verify the
spectral properties of the new scheme. The diffusion
equation and vortex decaying problem reveal that the
new scheme can capture the evolution of energy using
the same grid as the spectral method. The results of the
steady Burger’s problem show that the new scheme can
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smear the overshoot near a steady viscous shock. In the
case of the decaying homogeneous isotropic turbulence
problem, the advantage of the new scheme is more evi-
dent in coarse grids. The new scheme can dampen spu-
rious energy accumulation at high wave numbers. The
energy evolution and dissipation rate calculated using the
new scheme aremore accurate than those of schemeCD4.
The skewness results indicate that the new scheme can
improve the accuracy of high-order statistics, as demon-
strated by Suzuki et al. (2013).
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