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The comparative simulations of dislocation evolution in nanoindentation are carried out in terms of both
molecular dynamics (MD) and energy minimization (EM) methods, to explore what really govern the
computational efficiency and fidelity in molecular simulations relevant to dislocation evolutions. It is
found that although all simulations can present similar relationship between indentation force and
depth, there still might be some significant differences in the simulated dislocation patterns and compu-
tational efficiency. Firstly, the EM simulations show more complicated dislocations. Secondly, the neces-
sary computational effort of EM increases nonlinearly with indentation depth, compared to the linear
dependence in MD simulations, namely EM shows higher efficiency than MD in shallow indentation,
but vice versa in deeper ones. More importantly, it is revealed that the time consumption of the mini-
mization iteration is strongly dependent on the moving of dislocation loops and increases greatly when
dislocation loops move long distances. Whereas MD simulations of complicated dislocations patterns
may need less time cost but present immature dislocation evolutions, since the relaxation steps in MD
simulations are fixed beforehand, regardless of the dislocation loops moving to equilibrium state or not.

� 2017 Elsevier B.V. All rights reserved.
1. Introduction

Dislocation evolution is key microscopic event for understand-
ing plasticity, damage and failure of crystal materials and struc-
tures. It is a long pursuit to gain both high efficiency and high
fidelity in large scale molecular simulations of dislocation evolu-
tions. Molecular dynamics (MD) and energy minimization (EM)
methods are two of the commonly used approaches [1–5]. MD,
based on Newton’s second law of motion for atoms, has been
widely used to describe dynamic behavior of dislocations in nanos-
cale materials [1,2,6]. However, the time scale of MD is limited to
several nanoseconds with loading strain rate usually higher than
108 s�1 [7]. EM, on the other hand, based on minimization of a
given system’s energy, is usually used to investigate dislocation
evolutions at quasi-static conditions [3,4].

Molecular statics (MS) is a typical EM method with potential
energy as the objective of minimization. It has been applied to
structural optimization of biomacromolecules [8] and quasi-static
simulation of solid atomistic systems [3,4]. Kang and Huang have
successfully used MS to investigate dislocation evolution in copper
nanowires under tensile, rotating and shear deformations [9].
However, temperature of the system simulated using MS is limited
to 0 K. EM can be extended to handle systems at finite temperature
if free energy is used as objective of minimization. For example, the
molecular statistical thermodynamics (MST) method proposed by
Hu et al. uses the statistical thermodynamics formulation of Helm-
holtz free energy of molecular system [10]. Applications of MST
indicate that it is an effective approach for simulating dislocation
evolution in nanostructures under quasi-static deformation at
finite temperature [11,12].

In order to simulate dislocation evolution in large scale molec-
ular systems, multi-scale methods based on EM have also been
proposed in the last few decades. In multi-scale simulations, ato-
mistic representation is used in regions under inhomogeneous
deformation dominated by dislocation evolutions to capture ato-
mistic details, while quasi-continuum representation is used in
regions under homogeneous deformation without dislocation to
reduce computational costs. One of the typical multi-scale meth-
ods is the quasi-continuum method (QC) which solves the posi-
tions of representative atoms by minimize the coarse-grained
potential energy of the system at temperature 0 K [13]. Based on
the framework of EM, some other multi-scale methods such as
coupling of length scales method [14], bridging domain method
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[15], bridging scale method [16], composite grid atomistic contin-
uum method [17] and multi-resolution molecular statics [18] have
also been proposed and applied for studies of dislocation evolution
in large scale systems [19]. Based on MST, Wang et al. proposed the
hybrid molecule/cluster statistical method [10] which is a
multi-scale approach for simulating dislocation evolution in
nanostructures at finite temperature. Chen and Ming [20,21] pro-
posed a constrained Cauchy-Born elasticity accelerated multigrid
method and reduced considerable computational costs in
nanoindentation with simple dislocations. Although so many
multi-scale methods have been proposed in the past years, few
of them have been widely used. One of the main reasons is that
efficiency improvement of some EM-based multi-scale methods
against MD in practice is not remarkable. Therefore, what really
governs the computational efficiency and how to improve it should
be further investigated.

Although both MD and EM-based simulations have been per-
formed to investigate dislocation evolution in molecular systems
at different conditions, the computational efficiency and fidelity
of the two methods is rarely studied systematically. A deep inves-
tigation of the problem will provide useful information for simula-
tions relevant to dislocation evolutions in large scale molecular
systems regarding (i) making choice between MD and EM-based
methods for a specific problem, (ii) modifying related settings in
MD and EM-based methods in order to obtain reasonable results,
(iii) understanding bottle-neck of computational efficiency in
EM-based multi-scale methods and, (iv) developing new algo-
rithms to accelerate the simulation relevant to dislocation evolu-
tions. In this work, the comparative simulations of dislocation
evolution in nanoindentation were carried out in terms of both
MD and MS, to explore what really govern the computational effi-
ciency and fidelity in molecular simulations of dislocation
evolutions.
2. Computational framework

The MD and MS simulations are performed on a nanoindenta-
tion system consisting of a substrate material indented by a conical
diamond tip, as illustrated in Fig. 1. Nanoindentation is a flexible
characterization technique in mechanical analysis of nanostruc-
tures. Simulation of nanoindentation has been commonly used as
a benchmark to examine new multi-scale methods because
[22,23], (i) it provides dislocation evolution details for understand-
ing mechanical behavior of materials at nanoscale; (ii) complex
dislocation nucleation and evolution can be trigged by indentation
Fig. 1. Configuration of the nanoindentation system consisting of Cu substrate and
diamond tip used in MD and MS simulations.
tip easily and new methods are examined whether they could cap-
ture these changes and; (iii) relation of indentation force and depth
obtained from experiments and large scale simulations can be
compared directly.

The substrate in Fig. 1 consists of facial cubic crystal (FCC) Cu
with lattice constant of 3.615 Å. The dimensions of the substrate
(Lx � Ly � Lz) is 43.4 � 43.4 � 21.7 nm with 3,542,000 atoms. The
free surface at the top is (0 0 1) crystal plane and the other two side
surface are (1 0 0) and (0 1 0). Periodic boundary conditions are
imposed against the side surfaces to approximate a nanofilm with
infinite width. Atomistic layers with depth of 1.5 nm at the bottom
are fixed to provide a support in z direction. The substrate is
indented by a conical-shaped indenter tip consists of 149,683 C
atoms of diamond lattice. In both MD and MS simulations, the
tip moves against the top surface of the substrate with 0.01 nm
for each loading step. The maximum indentation depth is 2.53 nm.

The embedded atom model (EAM) potential developed by
Mishin et al. [24] is used for Cu atoms. The potential has been
widely applied to simulate mechanical responses of FCC metals
and reasonable results have been obtained in comparison with
experimental measurements [25]. Interactions between C atoms
in the tip and Cu atoms in the substrate are modeled by a Morse
potential [12]

U ¼ D0½e�2aðr�r0Þ � 2e�aðr�r0Þ�; ð1Þ
with parameters D0 = 0.087 eV, a = 5.14 Å�1, r0 = 2.05 Å. The inden-
ter tip is assumed to be rigid during simulations, so interactions
between C atoms is ignored.

In MS simulations, total potential energy of the system at each
loading step is minimized using conjugate gradient (CG) algorithm.
In CG algorithm [26], atomistic position vector (xk) is updated
according to the current conjugate direction (dk) and step size (ak):

xkþ1 ¼ xk þ akdk; ð2Þ
where k indicates the iteration step of conjugate directions. dk is
calculated from atomistic force vector (fk) and searching direction.
At each loading step, there will be different number of iteration
steps (niter) which is related to characteristics of energy profiles.
At iteration step k, ak is determined through line-searching meth-
ods in which the system’s energy and atomistic force vector needs
to be evaluated for several times nk

line

� �
. Therefore, the total times

of energy and force evaluation (neval) at a loading step is

neval ¼
Xniter

k¼1

nk
line: ð3Þ

The system is assumed to reach an equilibrium state when the
resolution criterion (e) of minimization is satisfied:

maxðeikþ1 � eikÞ < e; i ¼ 1;2; . . . ;N ð4Þ
where N is the total of atoms, eikþ1 and eik are the per-atom potential
energies at the k + 1 and k iteration step respectively. In this work, e
with values of 1 � 10�3, 1 � 10�4 and 1 � 10�5 eV is considered in
order to investigate its effect on simulation results.

In experiments, nanoindentation is usually performed with
loading velocity slower than 1 lm/s which can be assumed
quasi-static. The quasi-static process can be modeled effectively
using MS; however it is hard to perform a quasi-static simulation
with MD whose intrinsic time scale is about 1 fs. In practice, at
each loading step, the system is relaxed with pre-specified number
of MD time-steps (nr) to equivalent a quasi-static process. At each
time-step, atomistic position vector xk is updated according to the
current velocity and force vectors:

xkþ1 ¼ xk þ tkDt þ Dt2

2m
fk ð5Þ
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where Dt is the timestep which is set to be 2 fs in our simulations.
So the real relaxation time (tr) for each loading step is nrDt. Simula-
tions with tr ranging from 0.2 to 10 ps are performed to examine the
influence of tr on the efficiency and fidelity of MD simulations rel-
evant to dislocation evolutions. In order to compare results with
that of MS, NVT ensemble is adopted in MD and the temperature
is set close to 0 K. All the MD simulations are performed using the
open-source LAMMPS code [27].

Although all MS andMD simulations are performed on the same
cluster with the same number of processors, it is inappropriate to
compare computational efficiency based on CPU time directly. MS
and MD are different in algorithms. CPU time spent on iteration,
update of atomic attributes and data communication among pro-
cessors is quite different. However, the most time-consuming com-
putation in both MS and MD simulations is the same: the
calculation of system’s energy and atomistic force vector which
needs to traverse all atom pairs within a given cutoff distance.
Therefore, total times of force evaluation (neval) is used to compare
the computational costs in MS and MD simulations. At each load-
ing step, neval = nr in MD, while neval in MS is determined by Eq. (3).
Fig. 2. (a) Indentation force and (b) accumulated times of force evaluation versus
indentation depth obtained in MD and MS simulations. (c) Dislocation distribution
obtained in MD and MS simulations at the last loading step.
3. Results and discussion

3.1. Results of MD and MS simulations of dislocation evolution

Relationship between indentation force (F) and depth (h) can be
obtained directly from nanoindentation experiments. Based on the
relationship, mechanical properties, such as hardness, Young’s
modulus of the substrate material can be extracted. Therefore,
the F-h relationship obtained from simulations is usually examined
to see whether simulation result is reasonable. F-h curves obtained
in MS simulation with e = 10�5 eV and MD simulations with
tr = 3 ps and 10 ps are plotted in Fig. 2(a) respectively. Generally,
all the F-h curves are similar to the variation trends obtained from
nanoindentation experiments. Before point A (h = 0.31 nm) in Fig. 2
(a), all the three curves are coincident with each other. It is corre-
sponding to elastic indentation stage. After that, F increases with
mini drops which are caused by dislocation events in the substrate
material [28]. Although all the three F-h curves are very close to
each other, the computational cost indicated by the accumulated
neval (denoted as Neval in Fig. 2(b)) over all loading steps from the
three simulations is significantly different. Specifically, Neval is lin-
early dependent on h in MD simulations; while in MS simulation,
Neval increases nonlinearly with h. Computational cost of the MD
simulation with tr = 10 ps is always larger than that of MS. For
the MD simulation with tr = 3 ps, when h < 1.58 nm (point C in
Fig. 2(b)), the computational cost is larger than MS, but vice versa
in deeper h. Dislocation distributions at the maximum indentation
depth (h = 2.53 nm) obtained from MD (tr = 3 ps) and MS
(e = 10�5 eV) are also different, as shown in Fig. 2(c). All the dislo-
cation is identified using the centrosymmetry parameters (CSP)
[29]. Three types of dislocation can be observed in the substrate:
complex dislocation clusters near the indenter tip, prismatic dislo-
cation loops (PDLs) and V-type dislocations at the upper surfaces.
The volume, quantity and shape of the three types of dislocation
obtained from MS are greatly different from that of MD. Particu-
larly, there are more PDLs in the substrate in MS simulation.
3.2. Effect of dislocation evolution on computational cost of MS
simulations

In order to understand the nonlinear dependency of computa-
tional cost on h in MS simulations, neval of MD and MS simulations
at each loading step is plotted in Fig. 3(a). Apparently, neval of MD
for each loading step is constant since the relaxation time is
pre-specified. The atomistic coordinate updating formula (5) of
MD has nothing to do with dislocations. In another word, MD sim-
ulations do not ‘‘feel” and ‘‘care” about microstructure evolution.
However, neval of MS varies significantly with h and there are a
lot of neval peaks. Particularly, at point B in Fig. 3(a) (h = 1.22 nm),
it takes 41,892 times of force evaluation for MS to reach an equilib-
rium state which is much larger than that of the other steps. Fig. 3
(b) and (c) show dislocation patterns before and after minimization
at loading step B. Before and after minimization, three significant
modes of dislocation evolution can be detected: (I) a V-type dislo-
cation moves from P1 to P2 on the top surface along [1 1 0] direc-
tion with distance of about 19.95 nm; (II) a PDL is emitted from the
dislocation clusters under the indenter tip and propagates from Q1
to Q3 along ½0 �1 �1� direction with distance of about 16.48 nm and;
(III) volume of the dislocation clusters under the indenter tip
changes a certain extent, as illustrated in Fig. 3(b) and (c). The
region including the dislocation clusters under the indenter tip is
usually called the plastic zone (PZ) of nanoindentation [30]. Dislo-
cation evolution of modes I and II makes some contribution to the
volume change of PZ, but the volume change is also attributed to
nucleation, growth, elimination and interactions of dislocations
within PZ.

As a comparison, dislocation patterns before and after relax-
ation at the same loading step obtained with MD simulation is also
demonstrated in Fig. 3(d) and (e) respectively. Before relaxation,
there already exist some dislocations under the indenter tip and
an emitted V-type dislocation located near the top surface. After



Fig. 3. (a) Times of force evaluation at each loading step in MS and MD simulations.
(b) and (c) show the dislocation patterns obtained with MS simulations before and
after minimization at h = 1.22 nm. (d) and (e) show the dislocation patterns
obtained with MD before and after relaxation at h = 1.22 nm.

Fig. 4. (a) F-h curves obtained from MS simulations with different e settings. (b)
Dislocation distribution at the last loading step (h = 2.53 nm) from MS simulations
with e = 10�3 and 1 � 10�5 eV respectively.
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relaxation, the V-type dislocation moves forward along [1 1 0]
direction with a distance of about 1.02 nm which is much smaller
than that of MS simulation. No recognizable change can be
detected for the dislocation morphology inside PZ.

By tracking dislocation patterns in MS simulations, it is found
that the computational cost of MS simulations is significantly
affected by dislocation evolution. As the PDL in Fig. 3(c) propagat-
ing from Q1 to Q3, atoms near the path Q1? Q3 change their posi-
tions step by step according to Eq. (2). For instance, when the PDL
propagates to a position between Q1 and Q3 at iteration step k of
MS minimization, say Q2 as illustrated in Fig. 3(c), atoms around
Q2 have changed their positions from previous perfect lattice to
shape the PDL. At iteration step k + 1, the PDL moves forward with
a distance of DL. The atoms around Q2 will go back to positions in
perfect lattice, while atoms around the new location (Q2 + DL) will
change their positions accordingly to shape the PDL. The length of
DL is determined by dk and ak in Eq. (2), while ak is related to the
current atomistic position vector xk and force vector fk. Therefore,
DL will be affected by the current atomistic configuration. Nor-
mally, the maximum atomistic displacement in an iteration step
is about 2% of lattice constant (�0.007 nm), so it takes tens of thou-
sands iteration steps for the PDL moving from Q1 to Q3. The longer
the moving distance of dislocation is, the more iteration steps and
force evaluations are required. It is also the case for the V-type dis-
location moving from P1 to P2.

The total iteration step is also dependent on the sequence of
dislocation events. For example, if both the V-type dislocation
and PDL propagated at the same time, neval is determined by the
longest propagation distance of the two dislocation events. How-
ever, if one happed after another, neval is determined by the sum-
mation of the two distances. For the dislocation evolution of
mode III, although there are a lot of dislocations within the PZ,
the total distance of dislocation evolution is much shorter than
that of mode I and II, so less iteration steps are required.

Based on the understanding of dislocation evolution-dependent
neval in MS simulations, the neval-h relation as shown in Fig. 3(a) can
be explained as follows. At elastic stage of indentation with
h < 0.31 nm, there is no dislocation; neval is very small (h5 0 0).
For most of loading steps when h > 0.31, dislocation evolution is
dominated by mode III with short evolution distance; so the neval

is less than 5000 in most cases. The neval peaks similar to point B
in Fig. 3(a) are corresponding to dislocation evolutions of modes
I and/or II with long propagation distances.
3.3. Fidelity of MD and MS simulations relevant to dislocation
evolution

Once the configuration and loading conditions are defined in
nanoindentation, the relaxation time (tr) of MD and the resolution
criterion (e) of MS are the key parameters that would affect the
final simulation results. Definitely, the greater tr is, the slower
loading velocity of MD simulation will be. The smaller e is, the
more accurate MS simulation will be. Increasing tr or decreasing
ewill increase computational costs accordingly. In order to get rea-
sonable results with less computational costs, it is important to
understand how tr and e will affect simulation result of dislocation
evolution.

Results fromMS simulation with different e are plotted in Fig. 4.
Basically, all F increases with h along with many mini-drops. In
average the F from simulation with larger e shows larger than that
from simulation with smaller e.

Moreover, dislocation distributions at the last loading step
obtained from simulation with e = 10�3 and 10�5 eV are signifi-
cantly different, as shown in Fig. 4(b) A and B. There are more dis-
location clusters located around the PZ for e = 10�3 eV, while there
are more PDLs distributed in the substrate for e = 10�5 eV. The dif-
ferent dislocation distribution also comes along different computa-
tional costs. Specifically, for the three MS simulations with
e = 10�3, 10�4 and 10�5 eV, ratio of Neval at the final loading step
(h = 2.53 nm) is about 1:10:30. Since the dislocation distribution
is history-dependent, it is hard to tell when and how the difference
of dislocation distribution comes from. In order to understand the
origin of the difference, additional MS simulations with different e
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starting from the same initial atomistic configuration (point C in
Fig. 4(a)) are performed. The results are demonstrated in Fig. 5.

At the initial state A in Fig. 5(b), there is a ready-to-emit PDL
located at Q1. At the next loading step, the indenter tip moves from
h = 1.37 nm to 1.38 nm. When the system is minimized with
e = 10�3 eV, no significant changes is detected from the dislocation
distribution B in Fig. 5(b), but the F increases from 255.3 to 283.7
nN accordingly. In the dislocation distribution C obtained in simu-
lation with e = 10�4 eV, the PDL has been emitted and moved from
Q1 to Q2. However, the F decreases from 255.3 to 216.9 nN. For the
dislocation distribution D obtained with e = 10�5 eV, the PDL has
been emitted and moved from Q1 to Q3 with distance longer than
that in C. The corresponding F decreases from 255.3 to 213.6 nN
which is slightly smaller than that of 216.9 nN at C. There is also
a noticeable difference of dislocation at location S1 in C and D.
The results indicate that when MS simulation is performed with
smaller e, it is ‘‘easier” for dislocations to be emitted from PZ and
move further. In other words, dislocations can be developed more
maturely in simulations with higher accuracy.

The connection between the variation of F and dislocation states
can be understood based on two points. Firstly, the value of F is
mainly determined by the energy states or dislocation states
within PZ. Difference of dislocation conditions far away from PZ
has small effect on F. Actually, based on the similar understanding,
Nix and Gao have developed a theory to estimate hardness of
material from dislocation states in PZ [31]. Secondly, energy
change in PZ is due to the competition between the effects of
indentation and dislocation evolution. Specifically, indentation of
the tip will increase energies in PZ and therefore lead to the
increase of F, while emission of dislocations from PZ will release
energies in PZ and decrease F.

From A to B in Fig. 5(b), no dislocation is emitted from PZ and
dislocations within PZ is not maturely developed due to low accu-
racy, so F increases due to the effect of indentation. However, from
A to C, there is a PDL emitted from Q1 to Q2. The decrease of F indi-
cates that the energy released in PZ due to emission of PDL is much
Fig. 5. (a) F-h curves obtained from MS simulations with different e starting from
the same initial atomistic configuration. (b) Dislocation distribution at point A, B, C,
and D in (a) respectively.
larger than the energy collected due to indentation with
Dh = 0.01 nm. It is also the similar condition for the case from A
to D. Although the final position of the PDL in C and D is quite dif-
ferent, the value of F at C and D in Fig. 5(a) is very close. It is
because once the PDL has moved far away from PZ, the indenter
tip cannot ‘‘feel” its further evolution. Therefore, further propaga-
tion of the PDL from Q2 to Q3 does not affect the variation of F
too much. The small separation between the value of F at C and
D in Fig. 5(a) is because dislocations within PZ at D are developed
more maturely than that at C due to smaller e setting which can be
seen from the dislocation difference at S1 in C and D.

Results in Fig. 4 can be explained based on the same under-
standings of Fig. 5 accordingly. Firstly, in average all the F increases
with h, because the total energy in PZ increases due to successive
indentation of the tip. Emission of dislocations from PZ will leads
to the mini-drops of F, but it does not happen in every loading step.
Secondly, when MS simulation is performed with smaller e, there
are more chances for dislocations to emit from PZ which leads to
smaller F observed in Fig. 4(a). Thirdly, the accumulated e-
dependent dislocations at each loading step leads to the final dif-
ferent dislocation distributions in Fig. 4(b). Therefore, more com-
putational cost is required in MS simulation with higher resolution.

Similar phenomenon can be observed in MD simulations with
different tr as shown in Fig. 6. At h = 2.53 nm, the F from MD sim-
ulation with tr = 0.2 ps is 941.0 nN which is much larger than 517.8
nN of tr = 10 ps. It is because dislocations in the substrate is not
maturely developed with smaller tr , as shown in Fig. 6(b). Since
the computational cost of MD simulation is totally determined
by tr , for the three MD simulations with tr = 0.2, 3 and 10 ps,
Neval ratio at the final loading step is 0.2:3:10 = 1:15:50.

Although the dislocation distribution, especially the distribu-
tion of PDLs in the substrate, in MS simulation with e = 10�5 eV
(B in Fig. 4(c)) and MD simulation with tr = 10 ps (B in Fig. 6(b))
is quite different, the F-h curves of them (Fig. 2(a)) are consistent
with each other. It indicates that dislocations in the PZ of both
MD and MS simulations are developed to the similar extent, no
matter how different the dislocation patterns are and how many
PDLs have been emitted. It should be mentioned that dislocation
Fig. 6. (a) F-h curves obtained from MD simulations with different tr settings. (b)
Dislocation distribution at the last loading step from simulations with tr = 0.2 and
10 ps respectively.
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evolution is history-dependent and stochastic during simulations,
so there will be small dispersion between the F-h curves of MD
and MS.

3.4. Choice between MD and EM-based methods in simulation relevant
to dislocation evolution

Based on the above insights, the following points should be con-
sidered when making choice between MD and EM-based methods
in simulations relevant to dislocation evolutions:

(1) In the current simulation of nanoindentation system, MS
with e = 10�5 eV can yield good results with maturely devel-
oped dislocations; and the computational cost is acceptable
in comparison with that of MD simulations. However, com-
putational cost of MS is strongly dependent on dislocation
events and atomistic configurations. It is hard to derive an
explicit and general expression of computational cost
including effects of dislocation states and convergence reso-
lution (e). When dislocation events are not predominant in
comparison with elastic deformation in a given quasi-static
problem, MS simulation with adequate accuracy could pro-
vide good results with competitive computational efficiency.
Nevertheless, if dislocation evolution is intense in a problem,
computational cost of MS will grow with dislocation events
and is unpredictable. EM�based multi-scale methods will
encounter the same problem when deal with large scale dis-
location evolution. Therefore, designing new minimization
algorithms that enable to get rid of inessential microscopic
details is a fundamental task in order to further improve
computational efficiency of multi-scale methods.

(2) Unlike MS with intrinsic support for quasi-static simulation
of dislocation evolution, in MD simulations a ‘‘quasi-static”
process is effected by increasing the relaxation time (tr).
Although the increase of tr will dramatically increase com-
putational cost, MD with an appropriate tr , e.g. 3 ps in the
current simulation of nanoindentation, could provide similar
results to that of MS simulations. A benefit of using MD to
simulate dislocation related problems is that the computa-
tional cost is predictable and controllable. Moreover, MD
can provide a real dynamic simulation of dislocation evolu-
tion at finite temperature. However, a pre-specified relax-
ation time in MD cannot guarantee that dislocations are
maturely developed at every loading step. For a quasi-
static problem, trial MD simulations can be performed along
with MS simulation in order to choose a good tr with accept-
able efficiency and fidelity.

(3) MD with larger tr and MS with smaller e will give more
opportunity for dislocations to evolve at a specific loading
condition, yet sometimes maturely developed dislocation is
not necessary. Take the simulation of nanoindentation for
example, an appropriate tr or e can be used to save compu-
tational cost as long as the F-h response meets requirements,
since the F-h relation is mainly dependent on dislocation
conditions in PZ. However, if we focus on microscopic details
of dislocation evolution and distribution in the whole sys-
tem, simulations with high resolution settings should be
used.

4. Summary

Simulations of nanoindentation with dislocation evolutions are
performed by means of MD with different relaxation time (tr) and
EM-based method (MS) with different convergence resolution (e)
to investigate the computational efficiency and fidelity of the
two methods. Although the relations of force vs. indentation depth
(F-h) obtained in MD with tr = 3 ps and MS with e = 10�5 eV are
consistent with each other, the computational cost is significantly
different. Because tr is pre-specified, the computational cost of MD
increases linearly with indentation depth and has nothing to do
with how complicated the dislocation evolutions are. On the con-
trary, computational cost of MS is strongly dependent on disloca-
tion events and increases nonlinearly with indentation depth.
Further investigation reveals that the computational cost paid in
MS with minimization algorithm is proportional to the distance
where dislocation reaches. Particularly, the evolution of PDLs or
V-type dislocations with long propagation distance in substrate
will dramatically lead to high computational consumption.

As for the dislocation distributions, some results obtained with
MS and MD are similar but some are different. It is found that there
will be more PDLs and V-type dislocations emitted from plastic
zone within the substrate when MD simulations is performed with
longer relaxation time tr and MS simulations with higher resolu-
tion, i.e. smaller e, but the MS usually presents even more and
far-reaching dislocations. Although the emitting and propagating
of PDLs and V-type dislocations will lead to the mini-drops on
F-h curve, the increasing trend of F with indentation depth is
mainly governed by the dislocation conditions in the plastic zone
of the substrate underneath the indenter only. So the simulations
of MD with tr = 3 ps and MS with e = 10�5 eV yield similar F-h
curves but with different dislocation distributions. Based on this
insight, strategies regarding the choice between MS and MD in
simulations relevant to dislocation evolutions are discussed
respectively.

Actually, we meet a practical challenge now. That is, in order to
further improve both computational efficiency and fidelity in
molecular simulation of dislocation evolutions, a new MD algo-
rithm with adaptive relaxation time, or some smart minimization
algorithms of EM-based multi-scale methods enable to get rid of
inessential microscopic details must be developed.
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