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A B S T R A C T   

This study aims to develop a new method that combines machine learning with nuclear magnetic resonance 
(NMR) spectra to predict the kerogen components and types. Kerogen is the primary hydrocarbon source of shale 
oil/gas, and nearly half of the hydrocarbons in shale are adsorbed in kerogen. The adsorption and hydrocarbon 
generation capacity of kerogen is directly related to its types, molecular components, and structures. Fruitful 
researches studying kerogen at the molecular level have been conducted. Unfortunately, these methods are 
complicated, time-consuming, and labor-intensive. Our method has the advantages of high-throughput predic
tion, high accuracy, and time savings compared with the existing methods. Additionally, this method simplifies 
the operations from repetitive trial and error. This study proposes a solution to convert non-uniform two- 
dimensional (2D) graph into a uniform one-dimensional (1D) matrix, which makes 2D graph data available for 
machine learning models. An automatic labeling platform is constructed that annotated over 22,000 groups of 
organic matter molecules and their NMR spectra. The results show that the carbon, hydrogen, and oxygen 
element prediction accuracy reach 96.1%, 94.8%, and 81.7%, respectively. In addition, the accuracy of the three 
kerogen types is approximately 90% in total. These results reflect the excellent performance of the machine 
learning method. Therefore, our work provides an automated and intelligent prediction and analysis method, 
which is a powerful and superior tool in kerogen studies at the molecular level.   

1. Introduction 

In the past two decades, with the development of hydraulic frac
turing and horizontal well technology [1–3], the contribution of shale 
oil/gas to the energy supply has continued to rise [4]. As the hydro
carbon source organic matter of shale oil/gas, kerogen has become the 
focus of research. Kerogen is a general term for the organic matter in 
sedimentary rocks that is insoluble in conventional solvents and is the 
most abundant source of organic compounds on earth. Oil and natural 
gas are mainly formed from kerogen [5]. In order to improve the 
extraction efficiency and yield, it is imperative to have a deep under
standing of the generation and evolutionary mechanism of shale oil/gas 
[6]. 

The type of kerogen is one of the crucial indicators. The type of 
kerogen reflects the geological age, formation modes, and even struc
tural characteristics [7,8], which are essential bases for analyzing the 
geological conditions and reserves of shale oil/gas reservoirs. According 
to element analysis (EA), the elements contained in kerogen are carbon 

(C), hydrogen (H), oxygen (O), and a small number of heteroatoms such 
as nitrogen (N) and sulfur (S). As shown in Table 1, kerogen is generally 
roughly divided into three types in terms of the H/C and O/C atomic 
ratios according to the van Krevelen diagram [9]. Type I kerogen is also 
known as lacustrine organic matter, Its O/C is lower than other types, 
and the main product is oil. Type II kerogen is an intermediate type, 
mainly formed by the deposition of algae and other organisms in a 
hypoxic marine environment, and the product is oil/gas. Type III 
kerogen contains the most oxygen but a low hydrogen content. It is 
mainly produced by the deposition of higher plants and typically gen
erates gas [10]. By considering the definition of kerogen classification, 
bottom-up analysis of kerogen types using molecular information is a 
simple and direct way. Kelemen et al. analyzed kerogen types and 
maturity by component characteristics, which were obtained by nuclear 
magnetic resonance (NMR) and X-ray photoelectron spectroscopy (XPS) 
[11]. 

Maturity, which is the degree of development of kerogen, is the other 
crucial index of organic matter, and it can be used to predict the 
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hydrocarbon production rate in the reservoir. There are abundant 
adsorption sites in the kerogen structure, and nearly half of the hydro
carbons are adsorbed by organic matter [13–15]. The adsorption state of 
kerogen changes with the environment, further affecting the perme
ability and reserves of bulk shale oil/gas [16,17]. Maturity can be 
roughly divided into three stages from low to higher: the diagenesis 
stage, the catagenesis stage, and the metagenesis stage [12]. The 
adsorption capacity of kerogen is stronger when the maturity is higher 
[18,19]. The maturity of kerogen is closely related to the surface func
tional groups, the proportion of organic matter components, etc. [20], 
but there is no concise and effective index to reflect this relationship. To 
solve this problem, the molecule-maturity index (MMI), in which the 
maturity is directly measured by H/C and O/C atomic ratios, is proposed 
as a new evaluation index [21,22]. 

Overall, using microscopic molecular structures is a very effective 
way to study the characteristics of kerogen types and maturity. In 
addition, using the molecular structures or components, fruitful studies 
on the mechanical, adsorption/desorption, and pyrolysis properties of 
kerogen have been conducted worldwide [23]. Combining NMR with 
experimental analysis, Lille [24] and Orendt [25] established two- 
dimensional (2D) and three-dimensional (3D) kerogen monomer mo
lecular models, respectively. Then, quantum chemistry, molecular dy
namics (MD), Monte Carlo methods with 13C NMR, and XPS 
experimental were used by Ungerer et al. [26], to construct the kerogen 
molecular groups and verify the consistency of molecular model density 
and thermal maturity change with experimental data. On the basis of the 
above works, Coasene et al. reconstructed kerogen molecular models of 
different geological conditions and maturity without restricting molec
ular functional groups and other information. Mechanical properties 
such as Young’s modulus and elastic modulus were tested, and the 
relationship between the carbon atom hybridization modes with 
porosity and maturity was discussed [27]. Wang et al. combined 13C 
NMR, XPS, and Fourier transform infrared spectroscopy (FT-IR) to 
construct the 3D monomeric kerogen molecular structure, which ach
ieved results consistent with the experiments. Then, the pyrolysis pro
cess of this kerogen molecular model was simulated by hybrid molecular 
dynamics/force-biased Monte Carlo (MD/fbMC). In addition, the py
rolysis mechanism was also explored [28]. Using kerogen molecular 
structure models, Yu et al. studied the migration mechanism of methane 
gas in the pores of kerogen and proved that the continuous model is 
quantitatively satisfied in the pores of different kerogen types [29]. 

Above all, the research on kerogen’s components and structures 
provides excellent support for the exploration of shale oil/gas reserves 
and industrial exploitation yields. Currently, there are two main ways to 
obtain kerogen components and molecular structures. One way is to 
collect kerogen components and functional group information based on 
experiments and then reconstruct kerogen molecules empirically. The 
other way is to simulate the kerogen molecular group by MD, based on 
the information obtained from experiments. Both methods are excellent 
and practical. The only problem, which is a severe problem, is that a 
sufficient knowledge reserve of theory, simulation, and even molecular 
reconstruction experience is necessary to analyze the components and 
molecular structures. Furthermore, tremendous efforts will be spent on 
repetitive calculations between the trial and error. Therefore, devel
oping a more convenient and effective method to analyze kerogen’s 
components and structures is significant work that will save enormous 
resources from repetitive trials and errors. 

In recent years, the rapid development of machine learning has made 
it possible to realize the aforementioned idea [30]. Machine learning 
neural networks can automatically analyze, extract, and record the 
target features from massive training samples and then use the recorded 
features to predict the target features in the application [31]. Unfortu
nately, searching for samples and creating the sample sets requires 
considerable effort and materials, and it is related to the success or 
failure of the model. Nevertheless, once the neural network models are 
successfully trained, they can be used directly as an analysis tool. 
Neither theoretical reserves nor simulation skills are required for the 
operators, the prediction process can be complete within a few minutes. 
Additionally, thousands of sample predictions can be performed simul
taneously to achieve high-throughput prediction. This significantly 
shortens the simulation calculation and analysis time compared to 
before. 

In this study, the machine learning artificial intelligence method is 
applied to NMR spectra to predict the skeleton components of kerogen. 
On this basis, the types of kerogen are predicted and analyzed. We 
propose a method to convert non-uniform 2D graph into the uniform 1D 
matrix, which makes 2D graph data available for machine learning 
models. Then, in order to solve the problem of massive training samples, 
a sample automatic labeling platform is built, and the sample sets con
taining 22,000 NMR spectra and their molecular labels are constructed 
for neural network models. Additionally, eight machine learning models 
are built and tested to find the optimal model. The prediction results 
show that the trained machine learning model performs well in the 
prediction process, and the accuracy of the various indicators can reach 
more than 90% in total. This demonstrates the superior performance 
that the machine learning method achieves in kerogen prediction. 

Table 1 
The ranges of the H/C and O/C in the three types of Kerogen [12].   

H/C O/C 

Type I >1.5 <0.15 
Type II <1.4 0.03 – 0.18 
Type III <1 0.03 – 0.3  

Fig. 1. The framework of machine learning models to predict the components and types of kerogen.  
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2. Methodology and models 

2.1. Neural networks 

The establishment of artificial neural networks (ANNs) is inspired by 
the structure of human brain neurons [32]. In 1949, Hebb proposed the 
Hebbian theory, which explains the working principle of brain neurons, 
and shows that there is stimulation and strengthening the relationship 
between neighboring neurons [33]. On this basis, Ivakhnenko and Lapa 
released the first general working learning algorithm for a feedforward 
multilayer perceptron for supervised learning in 1967 [34]. After the 
backpropagation (BP) algorithm was invented and applied to neural 
networks in 1986 [35,36], neural networks attracted broad attention 
and became a popular research topic. With the development of big data 
technologies such as cloud computing and the internet of things, espe
cially after Google’s AlphaGo deep learning algorithm defeated the 
world’s top Go player Lee Se-dol in 2016, a new wave of research on 
artificial neural networks was triggered [37,38]. Artificial intelligence 
(AI) neural networks have been significantly utilized in geological pro
specting [39], medicine and health [40], natural language processing 
(NLP) [41], and smart agriculture [42]. 

Neural network models and sample sets are the main factors that 
affect the prediction accuracy of machine learning neural networks. 
First, if the model algorithm’s design is unreasonable, the neural net
works’ learning ability would be insufficient. Then, the algorithm would 
not be able to effectively extract and learn the target features in the 
training sets. In addition, if the sample sets do not contain all the 
research target features, the final trained neural networks would not 
have a sufficient ability to predict the features in the application, 
resulting in a low generalization ability. According to the degree of 
human intervention from weak to strong, artificial neural network 
methods can be divided into three types: unsupervised learning, semi- 
supervised learning, and supervised learning [43]. Fig. 1 briefly ex
hibits the framework of this work. The research is based on fully con
nected neural networks (FCNNs) and supervised learning. Therefore, 
only supervised learning is introduced here. 

2.1.1. Feedforward neural networks 
FCNNs adopt a net structure system, in which each neuron node is 

connected with all the upper and lower layer neurons (Fig. 2(a)). 

Therefore, the neuron nodes’ value is affected by each upper layer 
neuron, and its value also affects each lower layer neuron, 
correspondingly. 

Structurally, the FCNN model is divided into two parts: the feed
forward neural network and the backpropagation algorithm. The feed
forward algorithm process of the fully connected neural network 
algorithm can be expressed as 

Zl = WlAl− 1 + bl

Al = σ
(
Zl) , (1)  

where A is the value matrix of neural network nodes for each layer; W is 
the weight matrix of the connections between nodes, which indicates the 
strength of the influence; b represents the model bias parameter; Z is the 
linear combination value of weights and biases of each node; and su
perscript l denotes that the parameter is in the lth layer of the neural 
networks. Furthermore, σ denotes the activation function of each layer 
in the neural networks. In this work, the rectified linear unit (ReLU) 
activation function is selected: 

σ = ReLU(x) = max(0, x). (2) 

According to the Eq. (2), the ReLU activates the node value only if it 
is greater than zero, which is an approach that corresponds to the state of 
unilateral inhibition and wide excitation boundary in the propagation of 
biological nerve signals [44]. After the prediction results obtained by the 

feedforward neural networks, loss function L
(

ypred, ytrue

)
needs to be 

used to evaluate the accuracy of the model. In this case, the loss function 

is used to measure the difference between the model prediction 
(

ypred

)
of 

the number of kerogen skeleton atoms and the actual value ytrue. The 
mean squared error (MSE) is defined as 

L
(
ypred, ytrue

)
= MSE =

1
n

∑

n

(
ypred − ytrue

)2
. (3) 

As shown in Eq. (3), the MSE represents the mean value of the square 
of the difference between the actual value and the prediction. The MSE is 
selected as the loss function for our models. 

2.1.2. Backpropagation algorithm 
The learning process of neural networks is realized by updating the 

Fig. 2. (a) The schematic diagram of a two-layer FCNN. (b) The training process for machine learning.  
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weight parameters between the network nodes constantly. Currently, 
training neural networks generally use the gradient descent method. In 
this process, the gradient of the loss function of the weight value in the 
current step needs to be calculated and then updated iteratively ac
cording to the optimizer optimization plan. The gradient vectors are 
obtained by the BP algorithm, which means, starting from the output 
results, the BP algorithm calculates the gradient of each parameter layer 
by layer in reverse. Hence, BP is the core algorithm for training neural 
networks. 

The calculation process of the backpropagation algorithm is as fol
lows: 

∂L
∂wl

ij
=

∂L
∂Zl

∂Zl

∂wl
ij

∂L
∂bl =

∂L
∂Zl

∂Zl

∂bl

, (4)  

where wl
ij is the components of the matrix W. Combined with the 

calculation process of the feedforward neural networks in Eq. (1), the 
relationship between the two levels of error terms δ can be obtained as 

δl =
∂L
∂Zl =

∂L
∂Zl+1

∂Zl+1

∂Al
∂Al

∂Zl =
(
Wl+1)T δl+1 ⊙ σ’( Zl), (5)  

where ⊙ is the Hadamard product of matrices, which represents the 
product of the elements corresponding to the matrix position. According 
to Eq. (5), the lth layer’s error term can be calculated directly from the 
(l + 1)th error term. This shows that the BP algorithm allows informa
tion to flow from back to front through the networks and reduces the 
computational complexity from O(n2) to O(n). This is the origin of the 
name of the BP algorithm. Combining Eqs. (1) and (4), the parameter 
update of each layer is obtained as follows: 

Wl
t+1 = Wl

t − αδl( A(l− 1) )T

bl
t+1 = bl

t − αδlIl
, (6)  

where the subscript t and α denote the position of iterative time step and 
learning rate, respectively. The learning rate is responsible for adjusting 
the amplitude of the gradient drop of each iteration parameter during 
training. 

2.1.3. Optimizer 
During machine learning training, to obtain the optimal model, an 

optimization strategy algorithm is created to adjust the amplitude of the 
gradient descent of the parameters in each step and update the corre
sponding parameters. This optimization strategy algorithm is called the 
optimizer. Eq. (6) explains the stochastic gradient descent optimizer 
(SGD), one of the commonly used optimizers. The learning rate of the 
SGD always remains constant, causing problems such as slow conver
gence and oscillation at the saddle point of the gradient [45]. 

In this work, the adaptive moment estimation optimizer (Adam) is 
used to control gradient changes [46]. Compared with the SGD, the 
learning rate of the Adam optimizer will be adaptively adjusted, relying 
on the current time step and historical parameters, to ensure that the 
model can quickly and effectively converge to the optimum point. 

The neural network models are constructed by two AI open-source 
frameworks: Google TensorFlow [47] and Baidu PaddlePaddle [48]. 

2.2. Overfitting and underfitting 

During the machine learning training process, in addition to the 
prediction accuracy, whether overfitting and underfitting appear is 
another essential indicator of whether the model is suitable for the 
target. Overfitting refers to the phenomenon in which the model’s 
training error decreases but the test error increases again during the 
training. This phenomenon occurs mainly because the neural network 

model’s complexity is too high compared to the target problem. The 
invalid features in the training set are noticed by the model, which ob
structs the prediction process of the test set. Therefore, the prediction 
accuracy is reduced again. Underfitting occurs mainly because the 
complexity of neural networks or training set is too low compared to the 
target problem. Thus, the model cannot accurately and effectively 
identify the target features during the training process, which results in 
the stagnation of the training accuracy. Hence, to solve the overfitting 
and underfitting problems, the model’s complexity and the training set 
must be considered comprehensively. Regularization and early stopping 
methods are used in our work to defend against overfitting. 

The change conditions of the training error and test error for the 
optimal model obtained during the 3000 epochs training process are 
shown in Fig. 3. The optimal neural network shows stable convergence 
after 1000 training epochs, proving that there is no overfitting problem. 
The minimum training error and test error are 1.01 and 0.07, respec
tively. Following the definition of the MSE in Eq. (3), it can be 
approximated that the error of the model in the test set is about one atom 
per kerogen molecule on average. The discussion of solving the under
fitting problem will be further explained in Section 3.2, which analyzes 
the findings regarding the optimal neural network model. 

2.3. NMR spectra 

In 1938, Rabi discovered the phenomenon of nuclear magnetic 
resonance [49]. Since the 1980s, NMR technology has been widely used 
in the structural analysis of complex molecules such as proteins and 
nucleic acids [50,51]. The nuclear magnetic resonance spectrum is a 2D 
graph that records the nuclear magnetic resonance frequency offset of 
the atoms in a molecule under the influence of the surrounding atoms or 
functional groups [52]. Based on the offset information, the compound’s 
functional groups and other characteristics can be identified, and the 
complex molecular structure can be further inferred. In addition, NMR 
technology has also played a pivotal role in the analysis and construction 
of kerogen molecules, and NMR spectroscopy is an excellent tool to 
predict the structural information of kerogen molecules. Usually, the 
widely used NMR spectrum types include 13C, 1H, 15N, etc. Since the 
kerogen molecule’s carbon skeleton information is mainly concerned in 
the study, the 13C NMR spectrum is the best choice compared with the 
other types. During the NMR spectrum calculation, the NMR distin
guishability is set to 150 MHz. Because the NMR spectrum obtained at 
higher NMR frequencies can reflect molecular information more accu
rately, a higher frequency can be assigned if the conditions permit. 

Fig. 3. Training process of neural network model.  
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2.4. Sample sets for neural network training and testing 

The training process of deep learning models often requires tens of 
thousands of sample data. However, it is unrealistic to either obtain such 
large quantities of kerogen samples from mining areas or build NMR 
spectra through experiments. Moreover, it often takes months to make 
one monomer molecular model of kerogen that meets experimental 
data. Thus, creating tens of thousands of molecular structure models is 
also an unrealistic job. Therefore, smaller organic matter molecules are 
used to train the neural networks as a prediction example. Since the peak 
offset of an atom is only related to its surrounding atoms or functional 
groups in NMR spectroscopy, kerogen molecules can be regarded as a 
group of small molecular functional groups to a certain extent, although 
the molecules are enormous in scale. Moreover, regardless of the size of 
the molecules, the basic chemical organization mechanisms are same. 
The machine learning model will learn the mechanisms during training 

and then apply them to the prediction. In the traditional method of 
constructing the 2D and 3D microscopic molecular structure of kerogen, 
the small functional groups are determined from the 13C NMR spectrum 
to assemble the macromolecular structure. Each small functional group 
reflects part of the kerogen properties, and overall functional groups 
repeat the nature of kerogen [24–26,53]. The NMR spectra of macro
molecules generally have different degrees of stacking [54], which may 
affect the prediction accuracy. However, the machine learning accuracy 
can still be improved by increasing the distinguishability and setting a 
reasonable sample scale distribution. Therefore, constructing the sample 
sets using similar small organic matter molecules is a feasible way. 

During the construction of the dataset, the organic matter molecular 
structures are obtained from PubChem [55], and part of the samples 
obtained from the laboratory are added. The MestReNova 14 software is 
used to calculate the NMR spectra of the molecules [56,57]. Because the 
narrow range and low distinguishability will affect the model’s gener
alization ability and prediction accuracy, a more comprehensive NMR 
spectrum range can be set to obtain the molecular spectrum in experi
ments and simulations. Since the range and frequency of the NMR 
spectra obtained by different molecules in the sample sets may be 
diverse, 2D graphs cannot be used directly for machine learning. A new 
method for constructing the tabular data needs to be proposed, and the 
NMR spectra data must be reconstructed before training. Thus, inter
polation fitting is performed on the NMR spectrum, and then the spec
trum is discretized on a fixed abscissa. In this way, all spectral data are 
normalized to a unified dimension, and their abscissas are entirely 
consistent. The sequenced NMR spectrum can be reorganized into a one- 
dimensional matrix. The index corresponds to the abscissa of the spec
trogram, and the array values correspond to the NMR spectrum values. A 
total of 8192 sampling points are set during normalization. Hence, the 

Fig. 4. Schematic diagram of the dataset automatic labeling platform.  

Fig. 5. Molecular-scale distribution of the sample sets. (a) The distribution of all atoms. (b) The distribution of C atoms. (c) The distribution of H atoms. (d) The 
distribution of O atoms. 
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NMR spectrum will be normalized to an array with 8192 columns and 
injected into the neural network models during training. 

Even with the help of NMR spectra calculation software, extensive 
computation is required to obtain tens of thousands of matched mole
cules. In addition, calculating the NMR spectra one by one is still too 
overloaded. Therefore, an automatic molecular annotation program, 
which combines the post-processing process with automatic annotation 
for sample sets, is written in the Python language. The workflow is 
exhibited in Fig. 4. During the labeling, the main python program takes 
over the MestReNova 14 software thread and calls it as a subroutine. 
Then it is spliced together with NMR spectra reading, fitting, and 
discrete subroutines. In other words, the main python program exists as 
the “glue” in the platform, and the functional subroutines are glued 
together to automatic cycle operation. Approximately 800 groups of 
molecules can be labeled in one day on the platform. 

3. Results and discussion 

3.1. Molecular scale distribution of sample sets 

The development of big data and computing power is a prerequisite 
for machine learning success. This means that prediction accuracy of the 
neural network model depends on massive samples and their labels. The 

closer the samples are to the target features, the better the performance 
of the trained model. The analysis of kerogen molecular components 
shows that the main elements in kerogen are C, H, and O with small 
amounts of N and S. The kerogen type depends on the H/C and O/C 
atomic ratios, which represent the relative contents of hydrogen and 
oxygen, respectively. Therefore, the dataset is organized by the skeleton 
atoms (C, H, and O) of kerogen. 

The atoms of the sample sets and their proportions are shown in 
Fig. 5. The total number of atoms in the molecules of the sample sets 
ranges from 5 to 150. The number of carbon atoms ranges from 1 to 60, 
and the average scale is 16.2. The number of hydrogen atoms ranges 
from 1 to 80, and the average scale is 22.8. The number of oxygen atoms 
ranges from 0 to 20, and the average scale is 3.2. Table 2 gives the 
maximum and the minimum numbers of each element in the sample sets 
in detail. Because kerogen is a hydrocarbon source material, its main 
components are carbon and hydrogen. Compared with the carbon and 
hydrogen contents, the oxygen content is minimal. Therefore, when the 
samples are selected, the average number of oxygen atoms in a molecule 
is lower than those of carbon and hydrogen atoms. 

The sample data for training the neural networks are the 13C NMR 
spectrum and its corresponding molecular structure label. Before 
training, the dataset is randomly shuffled and then divided into a 
training set and test set at ratio of 80%:20%. The training set contains 
17,600 samples, which are responsible for training the neural network 
models; and the test set contains 4400 samples, which are responsible 
for testing the prediction performance of the trained neural networks. 
There is no crossover between the two data sets to avoid leakage of the 
test set information and ensure the validity of the test set. 

Table 2 
Statistical information of each component in the sample sets.   

minimum maximum average median 

C 1 108  16.2 15 
H 1 174  22.8 20 
O 0 53  16.2 3  

Fig. 6. (a) Training errors of different models and parameters. (b) Test errors of different models and parameters. (c) Errors of different models. (d) Errors of different 
batch sizes. 
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3.2. Training and test accuracy of the neural networks 

The training error reflects the performance of the neural network 
models in the training set. The test error represents the generalization 
performance on unknown samples. Generally, the focus of the research 
is on the generalization performance of the model on unknown samples. 

To obtain the optimal parameter settings of the neural networks and 
avoid underfitting, eight models from small to large are built: (20,20),
(40,40), (200,40), (400,120), (400,400), (600,600), (1000,1000) and 
(2000,2000), In these models, the first value in parentheses represents 
the number of nodes in the first layer. The second value represents the 
number of nodes in the second layer for the FCNN models. For conve
nience, the model scales are represented by the sum of nodes. During the 
training process, eight different batch sizes of 1, 5, 10, 20, 50, 100, 500, 
and 1000 are selected from small to large for each model. The batch size 
is the number of samples injected into the neural networks per time step. 
During the prediction process, high-throughput prediction can be ach
ieved by inputting the sample data into the trained model in the same 
way, and the batch size can be adjusted as needed. The contour figures 
(Fig. 6(a, b)) exhibit the training and test error distribution of each 
model and batch size, respectively. 

Overall, the training and test error decrease as the model scale in
creases, and they first decrease and then increase as the batch size in
creases. The optimal model occurs at the scale = 4000 and batch size =
100, where the training error is 1.01 and the test error is 0.07, which 
indicates that the training performance and generalization performance 
of the models under these parameters are in the optimal state. To explain 
the trend clearly, the error lines at scales = 240, 800, and 4000, batch 
sizes = 10, 100, and 1000 are plotted in Fig. 6(c, d). According to Fig. 6 
(c), the overall trend of the training error and test error of the neural 
network models decreases. When the scale exceeds 520, the 

improvement of the model performance tends to be flat, and the optimal 
value is obtained at the maximum scale. Besides, as the model scale 
increases, more computing power and training time are necessary. Using 
this method to improve the performance is not unlimited, and a 
comprehensive consideration of the computing power and performance 
is required. As shown in Fig. 6(d), the training and test error changes are 
slight for batch sizes of 5 – 100 and increase sharply for batch sizes larger 
than 100. It should be noted that when the batch size increases, the 
memory consumption of the training machine’s GPU will also increase. 
If the memory exceeds the limit, the training process will be terminated. 

3.3. Prediction accuracy of the kerogen skeleton atoms 

Compared with the average of each component’s prediction error in 
the kerogen molecule using the training error and the test error, the 
kerogen skeleton atoms’ prediction accuracy can better reflect the pre
dictive ability of the model on unknown samples. The prediction accu
racy of carbon, hydrogen, and oxygen atoms in different neural network 
scales and batch sizes are shown in Fig. 7(a, b, c). Overall, the trend of 
accuracy matches the trends of the training and test errors. The larger 
the model scale is, the better the model prediction performance. In 
addition, the prediction accuracy first increases and then decreases 
again as the batch size increase. The optimal value is obtained when the 
batch size = 100 – 500. The accuracy curve lines of C, H, and O at the 
model scale = 4000 and batch size = 100 are drawn in Fig. 7(d). As the 
scale of the model increases, the accuracy increases accordingly and 
gradually stabilizes. The highest prediction accuracy is also obtained at 
batch size = 100. The optimal model’s prediction accuracy for carbon 
atoms and hydrogen atoms reaches 96.1% and 94.8%, respectively, and 
the accuracy of oxygen atoms is slightly worse than that of carbon and 
hydrogen, at 81.7%. Because the oxygen content in kerogen molecules is 

Fig. 7. (a) The accuracy of C. (b) The accuracy of H. (c) The accuracy of O. (d) The accuracy of C/H/O at scale = 4000. (e) The accuracy of C/H/O at batch size 
= 100. 
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extremely low. Generally, the O/C atomic ratio ranges from 0.03 to 0.3, 
which leads to differences in the number of elements in the sample sets. 
Thus it is difficult for neural networks to obtain the characteristics of 
oxygen atoms with the same accuracy as carbon and hydrogen from the 
training set. 

3.4. Prediction accuracy of the kerogen types 

According to the context in Chapter 1, O/C and H/C are the most 
suitable prediction performance indicators to evaluate neural network 
models. The prediction accuracy of O/C and H/C is shown in Fig. 8. It 
can be seen that the H/C atomic ratio prediction accuracy of the test set 
achieves the optimal value at batch size = 100 and model scale = 520, 

1200, and 4000. The optimal accuracy of the H/C atomic ratio 
approximately occurs when the batch size is in the range of 20 – 500, 
and the model scale is in the range of 520 – 4000. In Section 3.2, the 
optimal model parameters are obtained at batch size = 100 and scale =
4000, so these parameters are also selected as the optimal model. Fig. 8 
(c, d) prove that the parameters are suitable for the study. Under this 
model, the prediction accuracy of the O/C atomic ratio is 82.6%, and 
that of the H/C is 93.3%. 

Three hundred groups of molecular samples, which are the pyrolysis 
products of kerogen, with O/C atomic ratios ranging from 0 to 0.35 and 
H/C atomic ratios between 0.25 and 2 are selected for the validation set. 
The kerogen samples are taken from the Erdos and Songliao basins in 
China, and the purified kerogen samples are decomposed at 650 ◦C via 

Fig. 8. (a) The prediction accuracy of H/C. (b) The prediction accuracy of O/C. (c) The prediction accuracy of H/C and O/C at batch size = 100. (d) The prediction 
accuracy of H/C and O/C at scale = 4000. 

Fig. 9. (a) van Krevelen diagram of the validation set. (b) The prediction accuracy of kerogen types.  
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the platinum wire cracking experiment [28]. And the platinum wire 
pyrolysis experiment has the advantages of a fast heating rate, less 
secondary reactions, and stable pyrolysis products. The validation set is 
constructed further to test the generalization ability of the optimal 
neural network and determine the prediction ability of the neural 
network model for the three kerogen types. It should be noted that the 
structures of the molecules in the verification set are entirely different 
from those in the training set and the test set. In other words, there is no 
intersection between the three sets. 

The distribution of 300 molecules in the validation set and the three 
kerogen types ranges are given in Fig. 9(a). The blue dots represent the 
true values of the molecules, and the brown triangles represent the 
predicted values. Type I, type II, and type III kerogen are marked in 
purple, green, and brown, respectively. The red dotted lines represent 
the upper and lower bounds of the kerogen type distributions. The black 
dotted lines denote the maturity (Ro) of kerogen. As shown in Fig. 9(b), 
the accuracy of the optimal neural network model in the verification set 
is 90.0%, 89.0%, and 89.4% for type I, type II, and type III kerogen, 
respectively, demonstrating the excellent predictive ability of the neural 
network model for the types of kerogen. 

4. Conclusions 

In summary, we propose a machine learning neural network method 
to predict the components and types of kerogen based on NMR spectra. 
Compared with conventional techniques, the machine learning method 
has the advantages of high-throughput and accurate prediction and does 
not require any knowledge accumulation of the operators. 

The sample sets and neural network models are the two most 
important parts of machine learning. In terms of sample sets, to make it 
so that the 2D graphs can be read by machine learning models, we 
propose a method to reconstruct the non-uniform 2D graph into the 
uniform 1D matrix. Additionally, a sample set automatic labeling plat
form is built. Over 22,000 group organic matter molecular samples are 
labeled on this platform. In terms of the models, eight different scales of 
neural network models are constructed, and eight input parameters are 
set during training. The results show that the optimal model is achieved 
at batch size = 100 and scale = 4000. The model’s training and test error 
stably converge to 0.07 and 1.01, respectively, which means that the 
prediction error is approximately one atom per molecule in unknown 
samples. The prediction accuracy of kerogen skeleton elements is 96.1%, 
94.8%, and 81.7% for carbon, hydrogen, and oxygen, respectively. 
Based on this, the accuracy of the H/C and O/C atom ratios is analyzed. 
The H/C is 93.3% and O/C is 82.6% in the optimal model. 

Finally, the validation set is built to test the generalization perfor
mance of the optimal model. Three hundred molecules, which are 
cracked from the mined kerogen samples, are contained in the valida
tion set. The results show that the accuracy of the optimal model for the 
three kerogen types is 90.1%, 89.0%, and 89.4%, respectively. Although 
the sample set molecules are smaller than real kerogen molecules, as an 
example to verify the feasibility of the machine learning method, 
organic matter molecules are a suitable choice. In addition, the optimal 
model plays an excellent performance in the prediction of kerogen 
skeleton components and types. It is believed that this new method will 
be a meaningful attempt not only to simplify the repetitive work in the 
analysis between trial and error but also to provide a solid foundation to 
build kerogen molecular groups automatically. 
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