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A B S T R A C T   

Direct numerical simulations of shock wave and supersonic turbulent boundary layer interaction in a double 
compression ramp with fixed ramp angles of 12o and 24o at Mach 2.9 are conducted. The characteristics of the 
shock interactions are investigated for four different length between the two ramp kinks, corresponding to Lc =

0.9δref, 1.8δref, 2.7δref, and 3.6δref (δref being the upstream turbulent boundary layer thickness). The influence of 
increasing Lc on flow structures, unsteadiness, Reynolds stress, turbulence kinetic energy, and Reynolds stress 
anisotropy tensor is assessed. The size of the separation region is significantly decreased and reattached flow 
appears between the two ramp kinks. Streamwise vorticity contours and streamline curvature show the 
decreased spanwise width and increased spanwise coherency of Görtler-like vortices. Analysis of fluctuating wall 
pressure indicates that the low-frequency unsteadiness is strongly suppressed in the interaction region. Profiles of 
Reynolds stress components and turbulence kinetic energy exhibit different turbulence evolution across the 
interaction, leading to substantial differences observed in the anisotropy invariant map. It is found that the near 
wall region is characterized by decreased anisotropy, becoming closer to the axisymmetric compression state, 
while a significant increase of turbulence is identified in the outer region, following the axisymmetric expansion 
limit. Moreover, downstream of the interaction, turbulence in the near-wall region experiences a faster recovery 
and the influence of Lc is found to be marginal. The main effect of Lc is observed in the outer region, an increase 
of Lc resulting in a monotonic decay of turbulence intensities and an inward movement of turbulent structures.   

1. Introduction 

Owing to the crucial important in many high-speed vehicles, a wide 
body of experimental and numerical studies has been performed on 
shock wave and turbulent boundary layer interactions (SWTBLIs) in 
compression ramp for several decades. Remarkable advances have been 
made on this research field [1–2], even though there are still some open 
questions of great importance for in-depth studies. So far, numerous 
experimental and numerical works mainly focused on the effect of ramp 
angle. Settles et al. [3] experimentally investigated the development of 
mean flow field properties in compression ramp from attached to 
separated conditions. Additional experiments in Mach 2.25 supersonic 
compression ramps having different angles were carried out by Ardon
ceau [4] to focus on the longitudinal and lateral properties of turbulence 
structure in SWTBLIs, and a pronounced anisotropy was found after 

passing through the shock. Mustafa et al. [5] did experiments to compare 
the streamwise turbulent kinetic energy (sTKE) in Mach 2.8 flow over 8o, 
16o, 24o, and 32◦ compression ramps. They observed that the 
wall-normal integrated sTKE scaled as an exponential with respect to the 
compression-ramp angels. Using direction numerical simulation (DNS), 
Tong et al. [6] examined the ramp angle effect on turbulent kinetic en
ergy budgets in a Mach 2.9 turbulent flow, and highlighted the impor
tance of the separated shear layer. In addition, Muck et al. [7] measured 
wall pressure fluctuations in three different two-dimensional ramp 
modes of corner angle 16o, 20 o, and 24 o with flow conditions ranging 
from fully separated to incipient separation. They suggested that the 
intermittent wall pressure signals at the mean separation were domi
nated by the large-scale low-frequency oscillation motion of shock wave, 
and a marked decrease in the time scale was found in the separated 
region as the ramp angle was increased. Recently, Sun et al. [8] 
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experimentally studied the effect of increasing ramp angles on the 
low-frequency unsteadiness using high-speed schlieren, and found that a 
larger ramp angle gave rise to a stronger spectral intensity in the low 
frequency band. Many efforts have been made to address the physical 
mechanisms of the low-frequency unsteadiness in SWTBLIs, which is still 
not fully understood, as reviewed in Clemens et al. [9]. 

Despite double compression ramp frequently occurs in a scramjet 
inlet or control surface of high speed vehicles, little attention has been 
emphasized on SWTBLIs in this flow configuration. Unlike the in
teractions in the single compression ramp, the presence of the second 
ramp results in a multiple shock systems with high levels of complexity, 
particularly when the angle of the second ramp is large and subsequent 
separation occurs. Another important parameter is the length between 
the two ramp kinks. For short lengths, the disturbed boundary layer 
downstream of the first interaction, which is far from equilibrium state, 
immediately enters into the secondary interaction. If the length is suf
ficient large, the flow passing the first interaction is reattached and 
experiences a relax process ahead of the secondary interaction. 
Improving the understanding of the underlying physics associated with 
the double interactions can create better foundations for flow control 
and design process. 

However, at present, there have been a relatively small number of 
experimental and numerical studies on double compression ramps in the 
literature. For example, Goldfeld et al. [10] performed Reynolds aver
aged Navier-Stokes simulations (RANS) of SWTBLIs in supersonic dou
ble compression ramps with a fixed length between the two ramps. In 
their simulations, the first ramp angle α1 varied but the second ramp 
angle α2 was held constant to focus on the influence of the preliminary 
shock on the separation properties of the second interactions. They 
found that the existence of the local separation in the first ramp 
strengthened the ability of the boundary layer to withstand separation, 
leading to considerably reduced separation region in the second ramp. 
Gaisbauer et al. [11] experimentally and numerically studied the influ
ence of the distance between the two ramp kinks on the interactions in a 
flat-plate/double ramp configuration with fixed ramp angle α1 = 11o 

and α2 = 9o at Mach 2.55. They suggested that the free interaction 
theory, previously proposed by Chapman et al. [12], was still valid as 
long as the two ramp angles and the distance between the two ramp 
kinks were taken into account. To attain the minimum value of pressure 
drag, Fedorchenko et al. [13] performed RANS computations to find out 
optimal geometrical parameters of a supersonic double ramp configu
ration. It is well known that RANS calculations fail to provide infor
mation about unsteadiness and turbulence fluctuation in the shock 
interactions. 

Nowadays, with great advances, DNS has been widely used as a 
powerful tool for analyzing the complex unsteady turbulent flows in 
SWTBLIs, due to its high-resolution. For DNS, all relevant temporal and 
spatial flow scales are accurately captured, and any quantity of interest 

can be directly provided. The DNS of compression ramp was first per
formed by Adam et al. [14], focusing on turbulence amplification 
mechanism and large-scale unsteady shock motion. Further, extensive 
computations by means of the DNS have been carried out in Martin’s 
group [15–18] to aim at the origin of the low-frequency unsteadiness. 
DNS results by Zhu et al. [19] and Tong et al. [20] concluded the wall 
temperature effects on the behavior of a compression ramp-induced 
SWTBLIs. To the best of our knowledge, there are no studies making 
the best of DNS in analyzing fundamental mechanisms of SWTBLIs in the 
double compression ramp. Therefore, in this paper, we perform direct 
numerical simulations of SWTBLIs in a double compression ramp. The 
main purpose of this work is to investigate the effect of the length be
tween the two ramp kinks on flow structures, unsteadiness and turbu
lence evolution, so the two ramp angles are kept unchanged. 

The layout of this paper is organized as follows. In Section 2, the 
numerical methodology is briefly described, including flow configura
tion, computational setup, and incoming turbulent flow. The influence 
of the length between the two ramp kinks on SWTBLIs in a double 
compression ramp is analyzed and discussed in Section 3. Finally, con
clusions are summarized in Section 4. 

2. Direct numerical simulation 

2.1. Flow configuration 

Fig. 1(a) presents a sketch of the computational domain in the Car
tesian coordinate (x, y, z) with the origin located at the corner of the first 
ramp, and a schematic view of the flat-plate/double compression ramp 
investigated is shown in Fig. 1(b). A zeropressure gradient turbulent 
boundary layer (TBL) spatially develops on a flat-plate and subsequently 
goes through a double compression ramp with α1 = 12o and α2 = 24o. 
The streamwise extent (Lx) of the computational domain is composed of 
three regions, i.e., Lf, Lc, and Ld being the length of the flat-plate, the first 
ramp, and the second ramp, respectively. Ly and Lz denote the size of the 
computational domain in the wall-normal and spanwise directions, 
respectively. In this paper, four DNS cases are considered, which are 
denoted as DC1-DC4. Table 1 outlines the geometric parameters for all 
DNS cases. Note that the effects of Lc on the shock interactions are 
investigated by increasing Lc and keeping Lc + Ld at a constant value of 

Fig. 1. (a) Sketch of the computational domain and (b) schematic of the considered double compression ramp.  

Table 1 
Geometric parameters for four DNS cases.  

Case Lf (mm) Lc (mm) Ld (mm) Ly (mm) Lz (mm) α1 (o) α2 (o) 
DC1 400.0 6.0 43.0 33.8 14.0 12.0 24.0 
DC2 400.0 12.0 37.0 33.8 14.0 12.0 24.0 
DC3 400.0 18.0 31.0 33.8 14.0 12.0 24.0 
DC4 400.0 24.0 25.0 33.8 14.0 12.0 24.0  
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49.0 mm. The inflow conditions are similar to DNS of Wu et al. [15]. The 
freestream Mach number M∞ = 2.9, and the freestream temperate T∞ =

108.1K. The Reynolds number based on the momentum thickness of TBL 
at x = 60 mm is Reθ = 2253. 

2.2. Computational set-up 

In our simulation, the open source high-order finite difference code, 
developed by Li et al. [21], is applied, which has been used with success 
to many DNS studies of turbulent flows [6],[19–20],[22–23]. The gov
erning equations in curvilinear coordinates (ξ, η, ζ) are written as 
follows: 

∂U
∂t

+
∂(F + Fv)

∂ξ
+

∂(G + Gv)

∂η +
∂(H + Hv)

∂ζ
= 0, (1)  

where U contains the conservative variables, F, G and H denote the 
convective flux terms in the ξ, η, and ζ directions, respectively. Fv, Gv and 
Hv denote the corresponding viscous flux terms. The working fluid is a 
perfect gas. The Sutherland’s law is used to calculate the viscosity co
efficient and the ideal-gas state equation is enforced. More details can be 
found in Tong et al. [22]. We utilize the WENO-SYMBO [24] scheme 
with a combination of absolute and relative limiters [15] and 
Steger-Warming splitting approach to discretize the inviscid terms, and 

use an eighth-order central difference scheme to calculate the viscous 
terms. The time advancement relies on the third-order explicit TVD 
Runge-Kutta method. 

The computation grid is generated using analytical transformations, 
to ensure the grid orthogonally in the corner region. For all DNS cases, 
the mesh has 3100 × 240 × 150 grid points in the streamwise, wall- 
normal, and spanwise directions, respectively. As shown in Fig. 2, the 
grid points in the streamwise direction is partitioned into three zones: 
1680 points in the transition zone ranging from x = -400 mm to x = -60 
m, 1320 points uniformly distributed in the corner region, and 100 
points in the fringe region extending from x = 49 mm to x = 60 mm with 
progressively coarsened spacing. In the wall-normal direction, 150 
points are employed inside the boundary layer, and the grid points are 
hyperbolically stretched and clustered in the near-wall region to ensure 
sufficient accuracy. In the spanwise direction, the grid points are equally 
distributed. In wall units at the reference plane (see Fig. 4), the 
streamwise and spanwise grid spacing in the corner region are Δx+ = 3.6 
and Δz+ = 4.2. The grid spacing at the first grid point above the wall and 
at the edge of the boundary layer are Δyw

+ = 0.4 and Δye
+ = 5.5, 

comparable to those of previous well-accepted DNS data. Unless other
wise stated, δref denotes the boundary layer thickness at xref, the 
subscript + represents the value under the inner scaling, the subscripts e 
and w denote the flow variables at the wall and boundary layer edge, 

Fig. 2. Sketch of the computational grid. The grid is plotted at intervals of every ten and five points in both x and y directions, respectively.  

Fig. 3. Grid-sensitivity study for DC4: (a) mean wall pressure; (b) skin-friction coefficient normalized with the value at the reference plane.  

Fig. 4. Sketch of boundary conditions. The reference plane is taken at x= -60 mm, denoted as ref.  
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respectively. A grid-sensitivity study is further performed, where the 
grid in the interaction zone (remarked as red in Fig. 2) is refined by 
100% in the streamwise and spanwise directions, respectively. It can be 
seen from Fig. 3 that the pressure distribution remains unchanged and 
the skin-friction is relatively insensitive to the grid resolution. The dif
ference between the two grids is estimated to be less than 7% in the 
reattachment region, confirming that the current grid resolution is suf
ficiently fine. 

The boundary conditions adopted in the simulation are sketched in 
Fig. 4. A steady laminar boundary layer profile is imposed at inlet. At 
outlet, outflow boundary conditions are enforced to eliminate the 
disturbance reflection, and the flow variables are obtained using the 
second-order downstream extrapolation. No-reflecting boundary con
ditions are used on the upper boundary. The selected domain width is 
sufficiently large to guarantee that the velocity correlation coefficients 
rapidly fall close to zero for large spanwise spacing, as reported in Fig. 4, 
and periodicity is utilized in the two spanwise boundaries. At the bottom 
wall, a no-slip boundary condition is applied with constant wall tem
perature Tw = 307 K. A laminar-to-turbulent transition method is used to 
generate the fully developed incoming TBL over the flat-plate, as was 
used by Pirozzoli et al. [25]. A tripping region of blowing and suction 
velocities covers the region -370 mm < x < -350 mm and 0 < z < 14 mm 
at the wall. For all interactions, the incoming TBL is fully developed at 

the reference plane (xref), which will be further validated in the 
following section. 

To guarantee statistical convergence, the mean and statistical prop
erties in the present study are computed using 600 three-dimensional 
instantaneous flow fields, with a constant sampling time of ΔtU∞/δref 
≈ 1.54. The wall pressure signals along the streamwise direction are 
periodically sampled at a shorter time interval of ΔtU∞/δref ≈ 0.07 to 
accurately resolve the unsteadiness in STBLIs. In the following analysis, 
the mean refers to the average in time and the spanwise direction, the 
generic variable φ is decomposed using the Reynolds average (φ = φ+

φ′ ) or the density-weighted average (φ = φ̃+ φ′′andφ̃ = ρφ /ρ). 

2.3. Characteristics of incoming TBL 

To validate the incoming TBL, we quantitatively compare the 
computed results at xref and those of a canonical zero pressure gradient 
flat-plate TBL, including mean velocity profile, turbulence intensities, 
and production-to-dissipation ratio. 

In Fig. 5, the van Driest transformed mean velocity profile at xref is 
compared with the incompressible DNS data of Spalart [26] and su
personic numerical results of Duan and Beekman [27], showing a 
reasonable agreement. The main difference is observed in the wake re
gion, because of the different Reynolds number selected. Clearly, the law 

Fig. 5. Profile of the van Direst transformed mean velocity obtained at xref.  

Fig. 6. Profiles of the density-scaled Reynolds stress components Rij = (ρ /ρw)
̃u′′ iu′′ jat xref: (a) inner scaling; (b) outer scaling. The results are scaled with the square of 

friction velocity uτ at xref. 

Fig. 7. Distribution of the production-to-dissipation ratio P/ε obtained at xref.  
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of the wall is observed in the linear sub-layer y+n < 10, with a narrow 
region characterized by the log low for 30 < y+n < 90. Note that yn 
denotes the wall-normal distance, hereafter. The density-scaled Rey
nolds stress components presented with the inner and outer scaling are 
shown in Fig. 6, respectively, together with the incompressible DNS of 
channel flow by del Alamo & Jimenez [28], supersonic experimental 
data of Elena & Lacharme [29], and DNS data of Pirozzoli et al. [30] at 
Mach 2. It is clear that the computed results in the near-wall region and 
outer part of the incoming TBL match well with previous experimental 
and numerical data, supporting the Morkovin’s compressible scaling. 
Moreover, Fig. 7 shows the production-to-dissipation ratio (P/ε) distri
bution to check the local equilibrium in the log layer of the incoming 
TBL, where the incompressible boundary layer DNS data of Schlatter 
and Örlü [31] at Reθ = 3270 and compressible DNS data of Sun et al. [32] 
at Reθ = 1078 are also included for comparison. The production and 

dissipation of the turbulence kinetic energy are defined as 

P = − ρ ̃u′′
iu′′

j
∂ũ′′

i

∂xj  

ε = σ′

ij
∂u′′

i

∂xj
, (2)  

with σij being the viscous stress tensor. As expected, the ratio increases, 
attains a maximum value of P/ε = 2 at y+n ≈ 10, and then rapidly drops, 
approaching to unity in the logarithmic region, suggesting that the local 
equilibrium is fully completed. 

Fig. 8. Contours of mean streamwise velocity and iso-contours of pressure gradient with fifty levels from 0 to 16.25: (a) DC1; (b) DC2; (c) DC3; (b) DC4. The dashed 
line denotes the mean sonic line. 
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3. Results and discussion 

3.1. Mean properties 

Fig. 8 shows contours of mean streamwise velocity field, super
imposed with iso-contour lines of pressure gradient and mean sonic lines 
in pink dashed lines. As expected, increasing Lc exhibits significant in
fluence on the mean properties. The extent of the separation region 

significantly decreases and the sonic line gradually approaches towards 
the wall, resulting in smaller irregular subsonic region. In particular, no 
considerable reversed flow is observed in DC3 and DC4. Another notable 
difference is the significant variations of the shock wave system deter
mined by the pressure gradient. Clearly, the shock patterns in DC1 and 
DC2 are similar to those observed in compression ramp interactions by 
Wu et al. [15]. However, as Lc is further increased, the entire shock wave 
system moves downstream, corresponding to the reduced separation 
region, and the interactions are mainly characterized by a λ-shock-wave 
system, with the front leg being formed near the first corner and the 
rearward stem originating above the second corner. For DC4, the front 
shock wave is slightly changed, while the rear shock wave seems to be 
strengthened and bent significantly. Meanwhile, the major influence of 
Lc is also apparent from the bubble height, determined by the 
wall-normal location of the zero streamwise velocity iso-line. Fig. 9 
shows that the bubble mass mainly concentrates in the downstream 
portion of the reversed flow and is mostly affected by increasing Lc. For 
DC1 and DC2, the upstream portion of the bubble keeps a near-constant 
height of 0.02δref. Increasing Lc significantly reduces the bubble height 
in the downstream portion. For DC2-DC4, the height of the first bubble 
drops to approximately 9% - 18% of DC1 and the recirculating flow in 
the second bubble is negligible. It is believed that the effect of increasing 
Lc exhibits significant influence on the bubble height. 

Fig. 10. shows the development of the boundary layer properties 
across the interaction region for all cases, where the compressible 
displacement thickness and momentum thickness are defined as 

δ∗ =
∫ δe

0
(1 − (ρ / ρe)(u /Ue))dyn,

Fig. 9. Distribution of mean separation bubble height.  

Fig. 10. Streawise evolution of boundary layer properties for the (a) displacement thickness δ*, (b) momentum thickness θ and (c) shape factor H.  
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θ =

∫ δe

0
(ρ / ρe)(u /Ue)(1 − (u /Ue))dyn, (3)  

with Ue and ρe being the mean velocity and density at the boundary layer 
edge (δe), respectively. Instead of the percentage 99% (δ99) commonly 
used in canonical flow, the method introduced by Pirozzoli et al. [33] 
and Garnier et al. [34] is adopted to estimate δe, which is physically 
defined at the wall-normal distance where ωz becomes less than a 
threshold. Assuming that ωz remains theoretically unchanged in the 
upper inviscid regime across the interaction, a threshold of 0.005U∞/δref 
is selected which makes δe coincide with the traditional δ99 in the up
stream TBL. Along the surfaces of DC1 and DC2, δ* experiences a 
considerable rise due to the development of the separation bubble, fol
lowed by a gradual reduction in the recovery process, while the 
displacement thickness in DC3 and DC4 first decreases at x/δref ≈ 0, 
attaining a minimum value of δ*/δref = 0.14 at x/δref ≈ 1.4, then exhibits 
a slow increase further downstream. As shown in Fig. 10(b), the mo
mentum thickness is characterized by similar behavior, where it in
creases slowly from the value of the upstream TBL and drops rapidly 
before re-growing in the downstream region. Profiles for DC3 and DC4 
collapse at x/δref > 4.2, having lower value than those of DC1 and DC2. 
Fig. 10(c) shows the distributions of the compressible shape factor, 
defined as H=δ*/θ. Upstream the interaction, a good collapse of the 
profiles is observed at x/δref < 3.0. In the present study, the computed 
result is H = 4.97, just falling in the theoretical range of [4.47, 5.03] 
predicted by Monaghan [38] in the case of zero pressure gradient 
compressible TBL. It can be seen that the distribution is consistently 
characterized by two local extrema for all interactions, but differences 
between them become less significant with increasing Lc. Downstream of 
the interaction, it undergoes a decline process and collapses at x/δref >

4.2, attaining an approximate value of about 3.2, much lower than that 
of the upstream TBL. 

3.2. Turbulent structure 

To gain insight into flow structures, we further compare the results 
from DC1 and DC4. Snapshots of the instantaneous density gradient in 

an x-y plane are given in Fig. 11, which is defined as [15] 

ds = 0.8exp
[
− 10

(
|∇ρ| − |∇ρ|min

) / (
|∇ρ|max − |∇ρ|min

)]
. (4) 

Apparently, the main shock and fine structures inside the TBL are 
both well resolved. The instantaneous results also highlight a significant 
augmentation of turbulence. After passing through the shock, the outer 
region of the boundary layer becomes steeper and more convoluted than 
those of the incoming TBL. A few shocklets are also observed at the 
reattachment boundary layer edge due to strong compression. In Fig. 12, 
the three-dimensional instantaneous vortical structures are extracted 
with an isosurface of the Q criterion [35] coloured by the wall-normal 
distance and the black isosuface of streamwise velocity u = 0 is used 
to display the reversed flow. For better comparisons, a relatively high 
threshold of Q/Qmax= 0.05 is used to reduce the number of detected 
vortical structures, with attentions only being paid on the vortex evo
lution inside the interaction. As expected, few vortical structures are 
observed in the upstream TBL, while the captured vortical structures for 
both cases are strongly three-dimensional. In agreement with the find
ings of Priebe et al. [17], the result in Fig. 12(a) reveals that large-scale 
streamwise vortical structures are significantly formed at separation and 
subsequently lifted-off wavy from the wall, leading to the onset of larger 
coherent vortices in the outer region of the reattachment boundary 
layer. Qualitative comparisons between DC1 and DC4 demonstrate that 
increasing Lc gives lower vortex production, where the vortical struc
tures become sparse and much smaller due to weak interaction. Since 
the separation bubble becomes much smaller and decomposes into two 
isolated parts, thus the vortices gets closer to the wall, only predominant 
in the near-wall region. 

In Fig. 13, the contour maps of time-averaged vorticity ω* as well as 
streamlines on a slice at x/δref = 6.0 are reported. Note that ω* is the 
transformed dimensionless vorticity in the direction parallel to the ramp 
surface, which is expressed as 

ω∗ = ωxcos24o + ωysin24o,

ωx = (∂w/∂y − ∂v/∂z)δref
/

U∞,

ωy = (∂u/∂z − ∂w/∂x)δref
/

U∞.

(5) 

Here, ωx and ωy denote the corresponding streamwise and normal 
components of vorticity vector in Cartesian coordinates (x, y, z). Also 

Fig. 11. Contours of instantaneous density gradient in an x-y plane: (a) DC1; (b) DC4.  
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shown is the wall-normal location of the boundary layer edge, denoted 
by the white dash line. To display the presence of Görtler-like vortices, 
following Dawson & Lele [36], the streamlines are determined by the 
perturbation velocities in the direction perpendicular to the wall and in 
the spanwise direction, and the time-spanwise averaged values are 
subtracted. In previous experimental studies of STBLIs in a 24◦

compression ramp, Settles et al. [3] conjectured that the spanwise 
variation of the separation length was attributed to the formation of 
Görtler-like vortices in the interaction due to the concave streamline 
curvature. As pointed by Loginov et al. [37] and Grilli et al. [38], the 
spanwise width of the Görtler-like vortex pairs in their LES of a 250 

compression ramp interaction was approximately 2δ0, with δ0 being the 
thickness of the incoming TBL. The present results highlight that intense 
localized regions of positive and negative vortex are generated within 
the downstream TBL and alternatively located in the spanwise direction, 
further supporting the existence of the steady counter-rotating stream
wise vortices. Correspondingly, the streamlines significantly swirl and 
large-scale roll cells are formed in the spanwise direction, which is an 
indicator of the up-wash of lower momentum fluids and the down-wash 
of higher momentum fluids. Due to the background turbulence, these 
regions are mostly characterized by frequently scattered spots, exhibit
ing a strong intermittent behavior. We observe that the flow patterns in 
DC1 are very similar to those of previous compression ramp interaction. 

The spanwise width of the large-scale roll cells seems to be nearly un
changed and attains an approximate value of δref. Moreover, the core of 
these roll cells is approximately located at yn/δref = 0.5, also in agree
ment with the results of Dawson & Lele [36]. It is suggested that the 
effect of small Lc on the streamwise vortices is negligible. By contrast, 
two dominant trends with increasing Lc can be made from Fig. 13(b): (i) 
the spanwise width of the localized regions with negative and positive 
values dramatically decreases and (ii) the spatial distribution of the roll 
cells becomes more regular. 

Considering the computational domain of Lz = 2.2δref and periodic 
boundary conditions used in our simulation, the spanwise wavelength of 
the streamwise vortices drops to be nearly 0.5δref, leading to four large- 
scale roll cells to be captured in the spanwise direction. The effect of 
larger Lc on the characteristics of the large roll cells is further quanti
tatively supported by probability density functions (PDFs) of the 
streamwise vortex at two wall-normal locations, as reported in Fig. 14. 
One probe is located in the inner wall region at yn/δref = 0.04 and the 
other is inside the large roll cells at yn/δref = 0.71. Obviously, all PDFs in 
both cases display a nearly symmetric distribution. As expected, the 
PDFs at yn/δref = 0.04 collapse well, suggesting weak dependence of 
increasing Lc in the near-wall region. However, at yn/δref = 0.71, the 
profile for DC4 shows higher peak and the PDF tail becomes narrow, 
compared to that of DC1. It is confirmed that increasing Lc tends to 

Fig. 12. Isosurface of the Q criterion (Q/Qmax=0.05) coloured by the wall-normal distance yn: (a) DC1; (b) DC4. Isosurface of streamwise velocity u = 0 is reported 
in black. 
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increase the occurrence probability of events with smaller streamwise 
vorticity. 

The decreased spanwise width and the regularization of the counter- 
rotating streamwise vortices associated with increasing Lc can be 
explained from the distribution of the curvature parameter δ/R and the 
Görtler number GT, reported in Fig. 15. As suggested by Simit & 
Dussauge [39], the Görtler number GT, defined as 

GT =
(θ/δ)3/2

0.018(δ∗/δ)

̅̅̅
δ
R

√

. (6)  

can be used to estimate the generation of the Görtler vortices in the 
compressible turbulent separated flow. Here, the curvature parameter 
δ/R is defined as the ratio of the boundary layer thickness δ to the cur
vature radius of the streamline, given as [40] 

R =
(u2 + v2)

3/2

(

u2∂v
∂x − v2∂u

∂y + uv
(

∂v
∂y −

∂u
∂x

)). (7) 

In Fig. 15, we compare the distribution of δ/R and GT along the 
streamline staring at (x, y) = (-6.0δref, 0.5δref) for DC1 and DC4. 
Consistent with Priebe et al. [18], δ/R and GT in both cases have a peak 
value near the separation point, much higher than the critical value of 
δ/R = 0.03 given Simit & Dussauge [40] in Mach 3 flow and GT = 0.6 
given by Loginov et al. [37] in laminar flow. Although the critical value 
for the turbulent flow has not yet been determined, it is reasonable to 
conjecture that the Görtler-like mechanisms related with the centrifugal 
instability might be the likely explanation for the observed streamwise 
vortices in our simulation. Clearly, the peak value increases as Lc in
creases. It is interesting to note that a local maximum of δ/R and GT 
appears in the downstream region of DC4 at x/δref = 3.0, just before the 
streamwise location of the second ramp, where δ/R and GT for DC1 are 
just close to the critical value. It seems like that the streamwise vortices 
are more likely to form in the case of larger Lc. This phenomenon can be 
understood from the following two aspects. First, increasing Lc decreases 
the separation bubble size in the first ramp, leading to a significant in
crease of the streamline curvature at separation. Second, the presence of 
the second ramp acts like an enhancer to promote the activities of the 
generated Görtler-like vortices and theirs resistance to back turbulence 
as these vortices develop downstream. 

3.3. Wall pressure and skin-friction 

In Fig. 16, we focus on the effect of increasing Lc on the distributions 
of mean wall pressure. Due to the strong compression, the wall pressure 
increases consistently for all cases, but streamwise variations of the wall 
pressure are utterly different. For DC1 and DC2, increasing Lc only 
produces a downstream shift of the initial pressure rise and a reduction 
of the pressure-plateau, associated with the shrinkage of the separation 
bubble, while a good collapse is clearly identified for x/δref > 1.0. A 
different behavior occurs for DC3 and DC4. We observe that the pressure 
experiences a slight increase after passing the front shock wave and both 
curves exhibit good collapse for x/δref < 0.6, indicating insensitivity of 
the second ramp on the interaction in the first ramp. It is worth noticing 
that all the curves matches very well for x/δref > 6.0 and gradually 
approach the theoretical prediction obtained from the Rankine- 
Hugoniot jump conditions, suggesting that the total adverse pressure 
gradient throughout the interaction is independent of Lc. 

Fig. 17 shows the weighted power spectral density (PSD) of wall 
pressure signals at mean separation point xsep for all cases to provide 
information about the unsteadiness of shock motion in STBLIs. Here, the 
weight PSD is calculated using the method given by Pasquariello et al. 
[41], which is defined as f∙Φ(f)/

∫
Φ(f)df with f and Φ being the fre

quency and PSD, respectively. In Fig. 17, the weight PSDs of wall 
pressure fluctuations normalized with its maximum value is reported as 

Fig. 13. Contours of time-averaged streamwise vorticity ωx* and streamtraces 
in two spanwise/wall-normal planes: (a) DC1; (b) DC4. The white dashed lines 
denote the boundary layer thickness. 

Fig. 14. Probability density functions of the transformed streamwise vorticity at two wall-normal locations for DC1 and DC4. The DNS data is taken at x/δref = 6.0.  
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a function of non-dimensional frequency fδref/U∞. We can see that the 
spectra are strongly affected by increasing Lc, particularly the 
low-frequency content. Although the dominant non-dimensional fre
quency fδref/U∞ shifts to higher frequencies, the spectra for DC1 are still 
characterized by low-frequency peaks, suggesting that the 
low-frequency shock motion is evident. Such behavior is completely 
changed for DC2-DC4, where an increase of Lc results in a significant 
reduction of low-frequency energy, and the broadband peak around 
fδref/U∞ ≈ 1.0 is insensitive to Lc. This leads to most part of energy 
concentrated at high-frequency content, implying that the shock motion 
is only dominated by high-frequency unsteadiness. The differences 
might be a direct consequence of the dramatically decreased bubble 
mass, provided that the low-frequency unsteadiness originates from the 
downstream separated flow. For DC1, the separation length and bubble 
height are much larger, compared to those of the other three cases. For 
interactions with weak separation (DC3 and DC4), the contributions 
from the high-frequency fluctuations in the upstream TBL are expected 
to become significant, resulting in the suppression of the low-frequency 
shock unsteady motion. 

Profiles of mean skin-friction along the surface of the double 
compression ramp are depicted in Fig. 18. A good collapse is observed 
upstream the interaction and it drops rapidly close to the interaction. For 

all cases, the separation bubble is identified, where Lsep decreases with 
increasing Lc, consistent with qualitative behavior seen in Fig. 8. For 
DC1 and DC2, the skin-friction in the separation region is characterized 
by a typical W-shape with two local minima, also found in the DNS of 
oblique shock wave/turbulent boundary layer interactions conducted by 
Bernardini et al. [42]. An increase of Lc produces a significant down
stream movement of the separation point xsep, while the location of the 
reattachment point xret is less influenced, only being shifted downstream 
slightly. Nevertheless, the distribution of the skin-friction seems to be 
insensitive to Lc and substantially obeys the above W-shape. For DC3 and 
DC4, the separation is mainly dominated by two smaller isolated re
gimes, with the size of about 0.5δref and 0.2δref, respectively. Based on 
the plateau region with positive values in the region of 0 < x/δref < 3.0, it 
is reasonably inferred that there are considerable attached flow 
re-appeared between them. Moreover, increasing Lc exhibits little effect 
on the separation region size in the latter two cases, except for the 
location of the second separation for DC4 moving further downstream. 

Fig. 15. Distributions of (a) streamline curvature and (b) Görtler number along the mean streamline passing through x = -6.0δref and y = 0.5δref.  

Fig. 16. Distribution of mean wall pressure with the inviscid distribution for 
24◦ compression ramp in dashed black line. Fig. 17. Weight power spectral density of wall pressure fluctuation at mean 

separation point xsep. Each profile is normalized by its maximum and shifted 
upstream along the vertical axis. 
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3.4. Turbulence statistics 

To reveal the effect of increasing Lc on turbulence evolution, we 
further discuss turbulence statistics in terms of Reynolds stress tensor 
components, turbulent kinetic energy, and anisotropy invariant map, at 
five streamwise locations. Here, the first station E1 is at the reference 
point xref. The second to fourth points, corresponding to the first corner, 
middle point of the two corners, and the second corner, are referred as 
E2, E3, and E4, respectively. The fifth point is at x/δref = 6.0, denoted as 
E5. The relative positions of the sampling lines for DC1 are illustrated in 
Fig. 19. In the following analysis, the transformed velocity fluctuations 
(u′′

s andv′′

n) are in the directions parallel and normal to the ramp surface, 
which are obtained by 

u′′

s = u′′cosα + v′′sinα,

v′′

n = − u′′ sinα + v′′cosα, (8)  

with α, u′′, andv′′being the local turning angle of the ramp, the velocity 
fluctuations in the directions x and y, respectively. 

In Fig. 20, we compare the Reynolds stress componentsτ11 =

ρu′′

s u′′

s ,τ12 = ρu′′

s v′′

n and τ22 = ρv′′

nv′′

nat four locations E2-E5, respectively. 
The results at location E1 are also included for a reference purpose. In 
general, profiles of the computed Reynolds stress components exhibits 
qualitative similarities with previous findings of Adams [14] and Logi
nov et al. [37] in compression ramp interactions. Across the interaction 
zone, the maximum value is significantly increased, indicating strong 

turbulence amplification. Also, the peak location is shifted away from 
the ramp surface, which is related with the formation of the detached 
shear layer and the development of the separation bubble. The behaviors 
become more significant as Lc is increased. This can be attributed to the 
combined effect of the suppressed separation region and the increased 
streamwise distance between the selected four locations. Some inter
esting features can be made. First, it can be seen from Fig. 20(b) that 
profiles of τ11 for DC3 and DC4 are characterized by a double-peaked 
distribution, with one peak in the inner region and the other in the 
outer region. Differently, the Reynolds normal stress for DC1 and DC2 is 
dominated by a single outer peak. Recalling the skin-friction distribution 
shown in Fig. 18, no separation is observed at location E3 in the latter 
two cases, while the flow at this location are strongly separated in the 
former two cases. Similar to the analysis of Fang et al. [43], it is inferred 
that the inner peak is related with the newly regenerated near-wall 
turbulence downstream of the first interaction with the front shock 
wave, and the outer peak is associated with the enhanced upstream 
turbulence, predominant in the outer region of the reattachment 
boundary layer. Similarly, the results in Fig. 20(d) also exhibit a 
double-peaked behavior for all interactions, in which the outer peak 
plays the leading role. Second, from Fig. 20(d, h, l), it is worth noticing 
that the Reynolds stress components (others not shown for space limi
tation) at location E5 are found to collapse well in the region of yn/δref <

0.5, implying that the near-wall turbulence downstream of the second 
interaction is insensitive to Lc. Nevertheless, the changes are clearly 
presented in the outer region, where the peak value slightly decreases 
and its location moves inward as Lc is increased. 

Fig. 21 compares the profiles of turbulence kinetic energy (TKE), 

defined as= ũ′′

i u′′

i /2, at various streamwise locations for all cases. 
Compared to the upstream level, the TKE is remarkably amplified 
throughout the interaction. Notably, the effect of Lc on turbulence 
amplification can be understood with two different evolution processes. 
For DC1 and DC2, turbulence at location E2 has shown significant 
amplification, and the maximum value appears in the outer region. This 
is related to energetic structures in the detached shear layer. Further 
downstream at locations E3 and E4, the turbulence enhancement in the 
outer region becomes more pronounced due to the rapid development of 
the shear layer, similar to previous observations in supersonic 
compression ramp [37–38]. In contrast, significant differences are to be 
noted as Lc is further increased. At location E2, the TKE profiles for DC3 
and DC4 match very well. Importantly, the smaller peak is located much 
closer to the wall because of the dramatically reduced separation region, 
and little changes are observed in the outer layer, where a good collapse 
is found at yn/δref > 0.5. At location E3, as the reattached boundary layer 
keeps growing, the peak value undergoes a considerable reduction and is 
approximately constant for 0.1 < yn/δref < 0.3, which is remarkable for 
DC4. In the outer layer, the TKE profiles seem to be slightly changed. At 
location E4, a pronounced increase emerges again in the near-wall re
gion and the TKE in the outer layer is seen to be strengthened, which can 

Fig. 18. Distribution of mean skin-friction normalized with the value at xref.  

Fig. 19. Sketch of mean streamlines and sampling lines for DC1.  
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be attributed to the interaction with the rear leg of the λ-shock-wave 
system. Despite the amplification mechanisms are different across the 
interaction, the TKE profiles downstream of the interaction are charac
terized by similar behavior, as reported in Fig. 21(d). Similar to profiles 
of Reynolds stress components in Fig. 20(d, h, l), the results in the 
near-wall region match very well, while the TKE in the outer layer is 
strongly affected, an increment of Lc implying an inward movement of 
the profile. 

As suggested by Lumley [44], the different amplification of the 
Reynolds stress components can be examined using the invariants of the 

Reynolds stress anisotropy tensor bij, written asbij = ũ′′

i u′′

j /2K − 1
3δij. By 

using the second IIb and third IIIb invariants of bij, defined asIIb = −
1
2bijbjiandIIIb = 1

3bijbjkbki, they have proposed an anisotropy invariant 
map, known as the Lumley triangle, to characterize the turbulence state. 
According to Lumley’s analysis, all realizable turbulent flow corre
sponds to a point inside the map and the special turbulence states occur 
at its vertices. The computed anisotropy invariant map at location E1 is 
given in Fig. 22, exhibiting a typical characteristic of 
zero-pressure-gradient compressible TBL. A two-component turbulence 
state in the near wall region is clearly identified and the anisotropy 
exhibits a maximum value in the buffer layer at yn

+ ≈ 9.6, consistent 
with previous findings of Grilli et al. [38] and Pirozzoli et al. [33]. In the 
outer region, the evolution path turns and turbulence gradually de
velops along an axisymmetric expansion state, approaching an isotropic 
state at the boundary layer edge. 

To assess turbulence evolution, we discuss the anisotropy invariant 

maps at various streamwise locations E2-E4 for DC1and DC4, as reported 
in Fig. 23. Obviously, remarkable differences are observed between the 
two cases. For DC1, since the selected three positions are all located in 
the separation bubble (see Fig. 8), the anisotropy invariant maps share a 
similar behavior. As shown in Fig. 23(a, c, e), turbulence in the prox
imity of the wall at locations E2-E3 gradually approaches to a two- 
component axisymmetric state, followed by a reversal tendency at 
location E4. In the near-wall region, the anisotropy experiences a 
considerable reduction due to the adverse pressure gradient and moves 
closer to the axisymmetric compression limit, exhibiting a tendency 
toward the isotropic, as previously observed by Grilli et al. [38] in the 
separated flow of STBLIs in a compression-expansion ramp. Moreover, 
an axisymmetric compression state is observed in the region of 0.3 <
yn/δref < 0.6, corresponding to the presence of the separated shear layer. 

For DC4, despite the flow at location E2 is characterized by the 
separation, the results in Fig. 23(b) exhibit a substantially different 
behavior. Close to the wall, the anisotropy first decreases and then in
creases rapidly, attaining a maximum value at yn/δref = 0.06. Further 
away from the wall, a gradually reduction of the anisotropy is seen and 
most turbulence states evolve along the axisymmetric expansion limit 
toward isotropic conditions, which closely resembles those of the up
stream TBL. These discrepancies between the two cases are likely related 
to the significant reduction of the bubble size with increasing Lc. 
Recalling Fig. 9, the comparison of bubble size between DC1 and DC4 at 
location E2 highlights a drastic reduction of 91%, suggesting that the 
effect of the separation in DC4 is rather weak, which also explains the 

Fig. 20. Distributions of the Reynolds stress components at various streamwise locations: (a, e, i) E2; (b, f, j) E3; (c, g, k) E4; (d, h, l) E5. Open circles refer to the results 
taken at E1. 
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notable changes only observed in the vicinity of the wall. At location E3, 
it can be seen from Fig. 23(d) that the reattached flow undergoes a 
decrease of anisotropy for yn/δref < 0.3, having its maximum value at yn/ 
δref = 0.02. It is worth pointing out that a reversal tendency along the 

two-component limit is clearly observed in the region very close to the 
wall, consistent with the recovery process appeared in the inner layer. At 
location E4, Fig. 23(f) shows that the anisotropy of the flow in the near- 
wall region is further decreased and becomes closer to the axisymmetric 
compression state, whereas turbulence in the outer region experiences a 
significant increase, mostly following the axisymmetric expansion limit. 

In Fig. 24, the anisotropy invariant maps at location E5 for all cases 
are quantitatively compared to provide further information. Apparently, 
the results in the near-wall region collapse very well, which is in 
accordance with the Reynolds stress components in Fig. 20 and TKE in 
Fig. 21. Moreover, the anisotropy attains a local peak at yn/δref = 0.013, 
implying the occurrence of the flow recovery process in the inner layer. 
Although no collapse is found in the outer region, turbulence for all 
cases is mostly characterized by the axisymmetric expansion limit. This 
behavior is also observed by Pirozzoli et al. [33] and Grill et al. [38] in 
the downstream region of the interaction with the shock wave. In 
contrast to significant variations of turbulence evolution across the 
interaction region, the anisotropy downstream of the interaction seems 
to be less affected by increasing Lc. The reasons for this phenomenon 
might be attributed to the faster recovery in the near-wall region of the 
reattachment boundary layer and the survived large-scale structures in 
the outer region. Recalling Fig. 20(d, h, l) and Fig. 12, it is reasonably 
speculated that increasing Lc leads to a stronger weakness of these 
structures, but do not essentially change its character. 

Fig. 21. Distributions of turbulence kinetic energy at various streamwise locations: (a) E2; (b) E3; (c) E4; (d) E5. Open circles refer to the results taken at E1.  

Fig. 22. Anisotropy invariant map at location E1. ISO: isotropic; AC: axisym
metric compression; 2CA: two-components axisymmetric; AE: axisymmetric 
expansion; 2C: two-components. 
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4. Conclusions 

In the present study, direct numerical simulations of shock wave and 
turbulent boundary layer interactions in double compression ramps with 
α1 =12o and α2 = 24o at Mach 2.9 are carried out. The characteristic 
features of the shock interactions, including flow structures, shock un
steadiness, and turbulence evolution, are significantly affected by 
increasing the distance between the two kinks. Increasing Lc while 
keeping the ramp angles α1 and α2 constant leads to a considerable 
decrease in the size of the separation bubble, and a complicated shock 
system. The presence of the second ramp is responsible for the increased 
streamline curvature and the occurrence of Görtler-like vortices is pro
moted downstream of the interaction. An increase of Lc results in 
decreased spanwise width and increased spanwise coherency of these 
counter-rotating streamwise vortices. Despite the local wall pressure is 
strongly changed, the total adverse pressures gradient across the inter
action is found to be insensitive to Lc. The pre-multiplied spectra of 

fluctuating wall pressure at mean separation point evidence a suppres
sion of low-frequency unsteadiness, and the shock motion is mainly 
characterized by high-frequency fluctuations. The streamwise evolution 
of turbulence throughout the interaction is significantly altered in the 
near-wall region and in the outer region due to decreased bubble size 
and different shock pattern. The decreased anisotropy in the near wall 
region approaches to the axisymmetric compression state, in contrast to 
the axisymmetric expansion state in the outer layer. Downstream of the 
interaction, the inner layer experiences a faster recovery and a local 
peak of turbulence anisotropy is observed. However, turbulence in the 
outer layer undergoes a monotonic decay and tends to move towards the 
wall as Lc is increased, while the turbulence anisotropy is less affected 
and mostly characterized by the axisymmetric expansion limit. 
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