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ABSTRACT

Calibration of stress gauges is of great importance for understanding the behaviors of materials under high dynamic impacts. However, com-
monly used calibration models have little transferability due to ignoring the influences of the gauge parameters. In this work, we propose a
systematic approach that can generate effective and transferable calibration models including multiple independent variables by machine
learning. Specifically, we conduct high-impact dynamic compression experiments using polyvinylidene fluoride (PVDF) stress gauges with
two different thicknesses and varying remnant polarizations at shock levels from 0.3 to 10 GPa. To best characterize the comprehensive cali-
bration relationship, we select a set of five features (combined by strain, remnant polarization, and film thickness) by feature engineering
and use Lasso with the bagging ensemble as an algorithm to train the machine learning model. For comparison, we also propose semiempir-
ical models that calibrate PVDF gauges effectively, but without including thickness and remnant polarization. Our results show that the
machine learning model is more precise and more reasonable in physics. The predicted dependences of the calibration curves on remnant
polarization and film thickness by the machine learning model are qualitatively consistent with the physics scenario. This work reveals the
potential of machine learning methods to improve gauge calibration for better performance and transferability. The method used in this
work is applicable to the calibration of any stress gauges with multiple variables.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0066090

I. INTRODUCTION

Functional and precise stress gauges are prerequisites for
understanding the behaviors of materials under high dynamic
loading environments. For the last three decades, the gauge made
of polyvinylidene fluoride (PVDF) film has been demonstrated to
be effective and promising for accurate in situ measurement in
dynamic experiments, thanks to its large piezo-stress coefficient,
excellent pliability, easy integration, micrometer-scale thickness,
and self-powered system.1–4 Recent studies reported that the piezo-
electricity of PVDF can be further enhanced by adding additives
like ZnO, BaTiO3, and CNTs.5–8

The mechanism of PVDF stress gauges is based on the cou-
pling of force and electricity. Specifically, an electric field is
induced by polarization imbalance in the polymers under impact
stress and generates a mobile charge that can be detected by a

connected circuit system.9,10 The relationship between charge
released from PVDF and impact stress is key to stress measure-
ments, usually described by a calibration equation. Because the
force-electricity coupling process is fast and complicated under
high dynamic loading, there is no satisfying physics model that can
accurately capture the relationship. Many efforts have been made to
the calibration problem. Graham et al. used polynomial func-
tions,11 and Utriew et al. proposed a power equation, σ ¼ AQ n,12

to empirically describe the gauge calibration up to 10 GPa. Later,
Lynch and Charest derived a simple calibration function,
Q ¼ �Prθ, in which the released charge has a linear relationship
with the deformation of gauge and the linear coefficient is assumed
equal to the initial remnant polarization.13 However, later studies
showed that the linear coefficient deviates from the experimental
remnant polarization by 26%. Nevertheless, all these calibration
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models mentioned above only apply to PVDF gauges with specific
fabrication and polarization control, because parameters of PVDF
films that also largely affect the calibration relationship, like geome-
try and polarization, are disregarded.

In this study, we aim to investigate the electrical responses of
PVDF stress gauges under high-impact dynamic compression
experiments and establish a transferable model to calibrate the
PVDF gauges with varying gauge parameters (the remnant polari-
zation and the film thickness) within the pressure range. Since
machine learning is playing an increasing role in many fields for its
ability to characterize complicated multivariate relationships,14 we
apply the machine learning techniques to deal with our first-hand
experimental data. Specifically, we conduct high-impact dynamic
compression experiments using PVDF gauges with two different
thicknesses and varying remnant polarizations at shock levels from
0.3 to 10 GPa. Two approaches are employed for the calibration
task. On one hand, semiempirical models are proposed based on
the approximately linear relationship between released charge and
volumetric strain in PVDF. On the other hand, machine learning
regression training is carefully conducted with feature engineering.
In general, the trained machine learning model shows a better per-
formance than the semiempirical model and can empirically
predict calibration curves for PVDF gauges with different remnant
polarizations and thicknesses. The machine learning approach used
in this work is demonstrated to be effective for small datasets and
can be applied to calibration for any other gauges.

II. METHODS

A. PVDF film gauge preparation

Pristine PVDF films with 20 μm and 30 μm thicknesses are
commercially available (Jinzhou Kexin Inc., China). For electrical
characterization, the interior electrode was formed by the magne-
tron sputtering technique with an area of 3� 3mm2 and a thick-
ness of 0.3 μm. In our last study, the thermal cyclic poling
technique has been proven a useful method to obtain stable
remnant polarization of PVDF film.15 Here, we employed the same

poling method. The upper- and down-electrode structures were
particularly designed and static stress of 20MPa was applied during
the poling process, in order to prevent the sample from geometric
deformation, as shown in Fig. 1(a).

After the poling treatment, the rectangular pieces of the
sample were cut perpendicular to the direction of polarization. A
polyimide film was used as an encapsulating material, isolating the
gauge from the external electric conducting environment and
simultaneously providing mechanical protection. The copper foil
was used as an extended electrode for its good electrical conductiv-
ity and extensibility. Each disassembled part of the entire PVDF
gauge is shown in Fig. 1(b). The overlapped area of upper- and
lower-interior square electrodes, 3� 3mm2, is the active sensing
area of the PVDF stress gauge. The structure of the gauge is shown
in Fig. 1(c). The total thickness of the package is about 80–100 μm.

B. Experimental setups

1. Flyer-plate-impact test

In the impact tests, the impactor and the target (or buffer
layer) are made of identical material so that an equilibrium particle
velocity up in the target is half of the impact velocity u0. In our
tests, LY12-aluminum and C45-steel materials are selected, the
dynamic mechanical properties of which have been well character-
ized, as listed in Table I.16,17 During the experiments, a flyer with a
diameter of 38 mm was mounted on a sabot and then launched by
either a gas-driven or explosive-driven mechanism.18

Simultaneously, the impact velocity u0 was measured by the parallel
laser light source technique. The impact stress σ on PVDF film can
be determined using the impedance-match method, as given by

σ ¼ ρ0upUs ¼ 1
2
ρ0u0Us, (1)

where ρ0 is the initial density and Us is the velocity of the shock
wave in the target. In our experiments, the impact velocities u0

FIG. 1. Preparation of a PVDF film stress gauge. (a) An exploded schematic of the poling apparatus. (b) An exploded schematic of the gauge and (c) its actual image.
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covered a range of 40–150 m/s, and accordingly, the impact stress
from 0.3 to 10 GPa.

The overall experimental arrangement for dynamic calibration
is shown in Fig. 2. The PVDF gauge was mounted on the center of a
stationary target, a 10mm-thick cylinder with a diameter of 14mm,
and then covered by a 1mm-thick buffer. The buffer not only pro-
tects the gauge from shear failure but also ensures that the one-
dimensional planar stress wave transmits into the gauge. All these
assemblies were bonded by silicone rubber. A low-loss coaxial cable
transmitting electrical signals to the recording system was used.

2. Equivalent measuring circuit

Commonly, a PVDF gauge can be considered as a charge gen-
erator in parallel with capacitance and resistance, as shown in
Fig. 3(a). The dashed line in the figure represents the piezoelectric
sensor, in which, Ra and Ca denote its resistance and capacitance,
respectively.19 A low-loss coaxial cable acting as a capacitance Cc is
in parallel with the sensor. Thus, the electrical response of gauge
can be expressed as

(Ca þ Cc)
dV1

dt
þ V1

d
dt

(Ca þ Cc)þ V1

Ra
¼ dQ1

dt
, (2)

where Q1 and V1 are the released charge and voltage, respectively.
Since the resistance of the gauge Ra is rather large (about 1012Ω)
and its capacitance Ca≈ 70 pF is nearly constant during the impact
process, the second and third terms in the LHS of Eq. (2) can be
neglected. Therefore, the voltage V1 is proportional to the released
charge Q1. There are two common methods to record the voltage
V1, the current-mode and the charge-mode methods. In this study,
the two measurement methods were both utilized.

In the charge-mode recording circuit, the gauge is wired in
parallel with a charge integrator that contains a resistance R2 and a
capacitance C2, as shown in Fig. 3(b). The resistance of R2 is
chosen to be 50Ω and the capacitance C2 = 0.1 μF to match the
electrical characteristic impedance of the coaxial cable. The
low-loss 2 m long coaxial cable has a capacitance Cc = 190 pF.
During the measurement, the released charge is gathered by the
capacitor C2 and transmitted to an oscilloscope, recorded as the
voltage V2(t). Since the inner resistance of the gauge is large
enough, the circuit can be regarded as open, and the relation can
be expressed as

R2
C1C2

C1 þ C2

dV2(t)
dt

þ V2(t) ¼ V1(t), (3)

where C1 is the sum of Ca and Cc; τ ¼ R2C1C2/(C1 þ C2) is the
time constant which is equal to 14.96 ns in our circuit. Integrating
Eq. (3) gives

Q2(t) ¼ Q0
1 1�exp�

t
τ

� �
, (4)

where Q0
1 is the initial charge stored in the gauge. Equation (4)

reveals that the charge gathered by the charge integrator Q2(t) is
equal to the change of charges released by the gauge. In addition,
the Q2(t) can be quantificationally determined by the multiply of
experimentally recorded V2(t) and C2.

In the current-mode method, a discharge resistance R1 is set
in series with the gauge and then connected to a recording oscillo-
scope, as shown in Fig. 3(c). In our test, R1 is chosen as 50Ω and
the resistance of the coaxial cable as 1.5Ω. The voltage V2(t)
recorded by oscilloscope is given by

V2(t) ¼ i(t)
R1Z

R1 þ Z
, (5)

where Z = 1MΩ is the characteristic impedance of the oscilloscope.
The released charge is obtained through integration of Eq. (5) as

Q1(t) ¼ 1
R1

ðt
0
V2(t)dt, (6)

where t is the experimental recording time.

C. Machine learning methods

In this paper, we apply supervised machine learning methods
to characterize the calibration relation of PVDF gauge under shock
compression. There are three initial input features to be considered:
volumetric strain induced by shock impact (use strain instead of

TABLE I. Characteristic parameters of the impact flyers used in this work.16,17

Flyer
material

ρ0
(g/cm3)

c0
(km/s) s

Longitudinal sound
velocity (km/s)

LY12
aluminum 2.785 5.328 1.338 6.360
C45 steel 7.800 4.483 1.332 5.828

FIG. 2. A schematic diagram of the impact experimental arrangement.
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stress because of the approximate linear relationship), remnant
polarization, and initial thickness of the PVDF film. The output of
the model is the charge released from the PVDF piezoelectric film
under the impact, Q. The dataset includes all the experimental data
in this study, 23 instances in total. We randomly chose four
instances as the test data and the rest as the training data.

Because of the approximately linear relationship between volu-
metric strain and released charge in PVDF, we select linear regres-
sion algorithms with regularization, Lasso and Ridge, to train the
model for calibration.20–23 Other machine learning methods,
including the artificial neural network and the support vector
machine, were tested as well. Without any constraints based on
physical implications, these non-linear models tended to fail into
overfitting and are highly unreasonable in physics due to the small
dataset.24

However, the remnant polarization and initial thickness would
not contribute linearly to the output. Thus, polynomial and inter-
action terms of the initial three features were generated and used as
complete inputs. Cross validation tests using ridge have shown that
a polynomial degree of two is sufficient to train an optimal model,
as shown in Fig. S2 of the supplementary material.

To avoid overfitting, the number of the input features should
be as small as possible if an adequate performance is maintained,
considering the small size of the experimental data. In this case, we
apply feature selection to all the features in a polynomial degree
less than two. Specifically, we employ a fivefold cross validation,
and in each fold, we train a Lasso model with all the features. Five
features (along with a constant bias) are found to have non-zero
weights (after normalization) averaged by all folds in cross valida-
tion and selected as final input features, as shown in SM. In the

FIG. 3. Different electrical circuit systems. (a) and (b) show the charge-mode circuit and its simplified equivalent circuit. (c) shows current-mode simplified equivalent
circuit.

FIG. 4. PVDF gauge recording using two methods. (a) Raw recorded voltage by the current-mode method upon an impact stress of 2.516 GPa. Integrating the raw
voltage can obtain the time profile of the charge. (b) Raw recorded voltage by the charge-mode method and calculated released charge curves upon an impact stress of
2.203 GPa. The arrows indicate the arrival time of the rarefaction wave at the impact surface.
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end, to reduce variations caused by a small dataset, we apply the
bagging ensemble with Lasso to train a final model using these five
features. All the machine learning tasks in this study are performed
with the Scikit-learn package for Python.

III. RESULTS AND DISCUSSION

A. Charge outputs and impact stresses of PVDF gauge

In this work, we conduct flyer-plate-impact tests using PVDF
gauges and apply two experimental methods, the current mode and
the charge mode, to record the released charges from the PVDF
gauge on impact. Figure 4(a) shows the raw voltage recorded by
oscilloscope using the current mode in one sample. The measured
voltage is proportional to the rate of impact stress. The positive
voltage on the left represents the loading wave upon the flyer
impact and the small negative voltage on the right represents the
unloading wave reflected by the back of the flyer. By integrating the
voltage, we obtain the charge released from the PVDF gauge as a
function of time, as shown in Fig. 4(a). The positive jump of the
charge corresponds to the compression period of PVDF induced by
increasing shock wave, and the plateau followed with the
maximum height indicates that the PVDF gauge has reached equi-
librium under the impact of the shock wave. The final released
charge does not decrease to zero, indicating the failure of the
PVDF gauge after high-impact stress.

The impact experiments measured by the charge-mode
method are carried out on the same impact-loading facility. With a
parallel capacitance, the raw voltage can directly reflect the charge
released from the PVDF gauge without numerical integration. In a
way similar to the current mode, the charge increases and reaches
a maximum plateau before declining afterward, as shown in
Fig. 4(b). In both the methods, the time duration of the recorded
wave (as indicated by the arrows in Fig. 4), which starts immedi-
ately before the charge increases and ends before the charge
declines, is consistent with the value calculated by theory. This sug-
gests that the gauge can promptly detect the impact shock wave
with sufficient sensitivity.

Using the two methods, we conducted a series of tests under
impact stress from 0.3 to 2.5 GPa (current mode) and from 0.3 to
10 GPa (charge mode). The results are summarized in Tables II
and III, respectively. The maximum charge released from PVDF
gauge Q (denoted as the released charge hereinafter) is plotted as a

function of impact stress σ and volumetric strain θ (calculated from
the shock adiabat relation), in Figs. 5 and 6, respectively. It can be
clearly seen that the released charge increases monotonically with
increasing impact stress and negative strain.

B. Calibration modeling

1. Semiempirical models

With the experimental data obtained above, we now investi-
gate the calibration relationship between the impact stress and the
charge released from PVDF. It is interesting to point out that
though the charge shows a rather complex relationship with stress
(Fig. 5), its relationship with volumetric strain is approximately
linear (Fig. 6), which is consistent with the observation in previous
experiments.13,25,26 Based on this, we assume θ ¼ aQþ b, where a
and b are linear fitting parameters. The strain-stress relationship
can be described by the Hugoniot equation

σ ¼ � ρ0c
2
0θ

(1þ sθ)2
, (7)

where the initial density ρ0 = 1.8 g/cm3, the Hugoniot parameters
c0 = 2.16 km/s, and s = 1.68.19 Combining the linear relationship
and Hugoniot equation, a semiempirical calibration equation of
PVDF gauges can be given by

σ ¼ � ρ0c
2
0 (aQþ b )

(1þ s(aQþ b))2
: (8)

If the Hugoniot parameters of PVDF films are known in
advance, Eq. (8) remains with only two empirical parameters, a
and b. We denote this calibration equation as a two-parameter
model hereinafter. Because the experimental data of PVDF gauges
with different thicknesses are evidently in two lines (Fig. 6), sug-
gesting a significant influence of PVDF film thickness on calibra-
tion, we fit the two parameters for the two thicknesses separately.
The fitting parameters are summarized in Table IV and the fitting
lines are shown in Fig. 6. Note that though the linear parameter a
is close to the inverse of PVDF remnant polarization as mentioned
in Ref. 13, this estimation should not be directly used for precise
calibration in practice.

TABLE II. Experimental results using the current-mode measurements.

Shot
No.

Impact
velocity
(m/s)

Impact
stress
(GPa) Strain

Characteristics of flyer

Peak voltage
(V)

Maximum
charge

(μC/cm2)

Characteristics of PVDF gauge

Material
Dimensions

(mm)
Remnant polarization

(μC/cm2)
Active sensing
thickness (μm)

1 48.82 0.36 −0.038 LY12 Al Φ38 × 3.0 2.79 0.428 7.282 20
2 116.91 0.88 −0.079 LY12 Al Φ38 × 3.0 7.98 0.621 7.046 20
3 79.65 1.41 −0.111 C45 steel Φ38 × 5.0 11.61 1.056 7.172 20
4 80.53 1.42 −0.112 C45 steel Φ38 × 3.0 11.80 1.057 7.693 20
5 121.99 2.17 −0.147 C45 steel Φ38 × 3.5 13.60 1.196 7.218 20
6 140.95 2.52 −0.160 C45 steel Φ38 × 3.5 19.33 1.379 6.874 20
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If the Hugoniot parameters of PVDF film are not provided,
Eq. (8) can be further modified by combining the undetermined
parameters as

σ ¼ D1 þ D2Q

(1þ D3Q)
2 : (9)

Here, D1. D2, and D3 are three empirical parameters. We denote
this calibration equation as a three-parameter model hereinafter.
The results of the three-parameter model after fitting are summar-
ized in Table IV and visualized in Fig. 5.

As shown in Fig. 5, the calibration curves of the two semiem-
pirical models are in good agreement with the experimental data.
The three-parameter model has a slightly smaller root mean square
error (RMSE) than the two-parameter model, as shown in
Table IV. This may suggest that the equation of the state of PVDF
could slightly vary after polarization, or this could just be due to
one more degree of freedom in the fitting. In addition, the two
models with redetermined parameters can also be applied on refer-
ence experimental data under stress ranging from 2.0 to 36 GPa, as
shown in the insets of Figs. 5 and 6, suggesting their applicability
under a broad range of stress. In general, both the semiempirical
models can well describe the charge-stress relationship of PVDF
gauge under shock compression, and they have simple forms, espe-
cially compared to the polynomial calibration equations used for
commercial gauges.

2. Machine learning model

Although the semiempirical models can capture the relation-
ship between stress and released charge with sufficient accuracy,
the fitting parameters in these models are dependent on the

parameters of the PVDF gauge. Considering the remnant polariza-
tion of PVDF could easily vary due to differences in fabrication
and polarization processes, the transferability of the semiempirical
models is limited. To solve this problem, we employ machine learn-
ing techniques to directly include the influence of remnant

TABLE III. Experimental results using the charge-mode method.

Shot
No.

Impact
velocity
(m/s)

Input
stress
(GPa) Strain

Characteristics of flyer Peak
voltage
(V)

Maximum
charge (μC/cm2)

Characteristics of PVDF gauge

Material
Dimensions

(mm)
Remnant polarization

(μC/cm2)
Active sensing
thickness (μm)

2-1 39.48 0.35 −0.037 LY12 Al Φ38 × 3.0 0.35 0.39 7.356 20
2-2 107.26 0.81 −0.074 LY12 Al Φ38 × 3.0 0.58 0.64 7.334 20
2-3 75.98 1.34 −0.107 C45 steel Φ38 × 10 0.86 0.95 7.231 20
2-4 76.76 1.36 −0.108 C45 steel Φ38 × 10 0.94 1.04 6.867 20
2-5 117.31 2.09 −0.143 C45 steel Φ38 × 3.5 1.12 1.25 7.610 20
2-6 119.121 2.120 −0.145 C45 steel Φ38 × 3.5 1.29 1.43 7.384 20
2-7 123.708 2.203 −0.148 C45 steel Φ38 × 3.5 1.25 1.37 7.276 20
2-8 143.157 2.556 −0.162 C45 steel Φ38 × 3.5 1.34 1.49 6.730 20
3-1 47.137 0.417 −0.043 LY12 Al Φ38 × 3.0 0.46 0.51 7.806 30
3-2 48.434 0.429 −0.044 LY12 Al Φ38 × 3.0 0.59 0.67 7.791 30
3-3 126.221 0.951 −0.084 LY12 Al Φ38 × 5.0 0.81 0.90 7.557 30
3-4 83.384 1.476 −0.115 C45 steel Φ38 × 5.0 1.09 1.22 7.529 30
3-5 109.557 1.947 −0.137 C45 steel Φ38 × 3.0 1.37 1.52 7.878 30
3-6 129.536 2.308 −0.152 C45 steel Φ38 × 3.0 1.43 1.59 7.987 30
3-7 628.531 5.031 −0.228 LY12 Al Φ58 × 5.0 1.64 1.82 7.447 30
3-8 970.275 8.076 −0.276 LY12 Al Φ58 × 5.0 1.88 2.09 7.216 30
3-9 1250.441 10.734 −0.305 LY12 Al Φ58 × 5.0 2.36 2.62 8.287 30

FIG. 5. Charge released from PVDF gauges as a function of impact stress.
Calibration curves generated by the semiempirical models and the machine
learning models are plotted, and they all agree well with the experimental data.
The inset shows the application of the semiempirical calibration models on the
literature experimental data.27,28
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polarization Pr and film thickness d. Therefore, there are three
independent input features in total in this machine learning model-
ing. Normally, it is preferred to analyze the relationships between
the inputs and the output before the modeling. However, because
the three input features in this problem reveal diverse contribu-
tions, the correlations of the less significant input features (gauge
parameters) with the output are difficult to observe for limited data
at different volumetric strains—the dominant input feature
showing an approximately linear correlation with the output, as
shown in Fig. 6.

As detailed in Methods, we selected Lasso with the bagging
ensemble as algorithm and a set of five features by feature engi-
neering, θ, θ2, θPr , P2

r , and Prd, as inputs to train the machine
learning model. The coefficients of the features after training are
listed in Table S1 in the supplementary material. The performance
of the trained model is shown in Fig. 7. The charges predicted by
the model are in good agreement with the measured charges for
both the 20 and 30 μm samples. R2 of the machine leaning model
is 0.973 and RMSE 0.867, suggesting a slightly better performance
than the semiempirical models. Note that these values are calcu-
lated based on the entire 23 instances. There are two considerations

for us to present this accuracy. (1) Because of the small test dataset
and the probably included measurement errors, the test accuracy is
too sensitive to the random choice of splitting. (2) This overall
accuracy is for comparison with those of the semiempirical models,
which are also based on the entire dataset. In the preliminary tests
before applying bagging, the R2 of the test data is higher than 0.95
in the majority of random sampling runs, suggesting the overall
high accuracy is not a consequence of overfitting.

Based on the machine learning model, we now can obtain cali-
bration curves for PVDF gauges with any remnant polarization and
film thickness, as shown in Figs. 5 and 6. Note that predictions
would be expected to be more appropriate with parameters within
the variation range of the training data, because it is known that
machine learning is better at interpolation than extrapolation. It
can be seen from Fig. 5 that the predicted calibration curves are
generally similar to those from the semiempirical models, while
they become even softer under larger stress. This softening is asso-
ciated with the predicted non-linearity in the relationship between
volumetric strain and released charge, as shown in Fig. 6. The rate
of charge changes by strain gradually becomes smaller under stron-
ger impacts. This scenario is more reasonable than the linear rela-
tionship because it suggests that during high-impact compression,
structural relaxation and damage that occur in the matrix and
polarization gradually diminishes, besides the uniform strain effect.
Evidence of this is that PVDF always cannot recover to its original
state after stress is released, as shown in Fig. 4.

In addition, as shown in Fig. 5, the charges under zero-impact
stress predicted by the machine learning model are all closer to
zero, whereas the semiempirical curves may not. Note that we do
not have such a constraint in the machine learning setting. It again
demonstrates that the machine learning model better characterizes
the relationship, though its R2 and RMSE are close to those of the
semiempirical models.

Furthermore, the machine learning model predicts the influ-
ence of the remnant polarization and the initial thickness of the
PVDF film. As shown in Fig. 5, the released charge increases with
increasing remnant polarization and the increase is more evident
under large impact stress than under small stress. This is consistent
with the observed approximate relationship Q � Prθ. On the other
hand, more charge releases upon impact with a thicker PVDF film.
Unlike remnant polarization, the increment of charge induced by
thickness seems more uniform from small to large stress. The influ-
ence magnitude of changing thickness from 20 to 30 μm is similar
to that of changing Pr from 7 to 8 μC/cm2. The origin of the thick-
ness effect is complicated, probably related to the structural differ-
ence between surface and bulk in the film. Based on our previous
investigation, PVDF polarization during electrical poling is also

FIG. 6. Charge released from PVDF gauges as a function of volumetric strain.
The semiempirical models are based on the linear relationship between charge
and strain. The machine learning model, on the other hand, predicts more rea-
sonable curves that are softer under larger strain. Data from the reference are
shown in the inset.27,28

TABLE IV. Semiempirical results for PVDF gauges with two thicknesses.

Thickness
(μm)

Linear or two-parameter
fitting RMSE

(μC/cm2) R2

Three-parameter fitting RMSE
(μC/cm2) R2a (cm2/μC) b D1 D2 (cm

2/μC) D3 (cm
2/μC)

20 −0.111 ± 0.006 0.002 ± 0.007 0.109 0.963 −1.122 ± 0.423 3.683 ± 0.930 0.224 ± 0.109 0.088 0.973
30 −0.137 ± 0.011 0.043 ± 0.017 0.108 0.955 −1.050 ± 0.999 1.847 ± 0.923 −0.160 ± 0.005 0.099 0.942
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affected by film thickness, and it suggests that the surface regions
have fewer switchable dipoles than bulk.15

IV. CONCLUSION

In this work, we conduct high-impact dynamic compression
experiments on PVDF stress gauges and develop a machine learn-
ing model for calibrating PVDF gauges, which is demonstrated to
be more effective and transferable than the semiempirical models.
The influence of the remnant polarization and the film thickness
on the calibration, as well as a nonlinear relationship between volu-
metric strain and released charge, are not directly demonstrated
due to the limited experimental data, but implied by the machine
learning model. These relationships related to the fracture mechan-
ics and the electromechanical coupling of polymers under extreme
conditions are interesting topics for future atomistic and mesoscale
theoretical investigations. The machine learning approach proposed
in this work is suitable for learning from small datasets and can be
applied to calibration in any other gauges.

SUPPLEMENTARY MATERIAL

See the supplementary material for machine learning extra
details.
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