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ABSTRACT

Direct numerical simulation (DNS) and large-eddy simulation (LES) resolving roughness elements are computationally expensive. LES
employing the logarithmic law as the wall model, without the need to resolve the flow at the roughness element scale, provides an efficient
alternative for simulating turbulent flows over rough walls. In this work, we evaluate the predictive capability of the roughness-modeled LES
by comparing its predictions with those from the roughness-resolved DNS for turbulent channel flows with rough walls. A good agreement
is observed for the mean streamwise velocity. The Reynolds stresses predicted by the roughness-modeled LES also reasonably agree with the
roughness-resolved predictions. Differences, on the other hand, are observed for the dispersive Reynolds stresses, integral scales, and space-
time correlations. The roughness-modeled LES fails to predict the dispersive stresses as one can expect. In the outer layer, the integral length
scale predicted by the roughness-modeled LES is lower than the roughness-resolved prediction, which cannot be improved by refining the
grid. As for the space-time correlations, discrepancies are shown for the streamwise velocity fluctuations, with a faster decay of the correla-
tion in the outer layer observed in the roughness-modeled predictions. Examination of the space-time correlation using the elliptic approxi-
mation model shows that the roughness-modeled LES underpredicts the convection velocity in the near wall region while overpredicting the
sweeping velocity in the outer layer with no improvements observed when refining the grid.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0098611

I. INTRODUCTION

Rough-wall-bounded turbulent flows widely exist in nature and
engineering applications.1 Earlier research efforts have been focused
on experimental studies of turbulent flows with rough walls (e.g., the
works by Colebrook et al.2 and Nikuradse et al.3). With the exponen-
tial growth of the computing power of supercomputers, numerical
simulations become popular in the scientific research of rough-wall
turbulence. However, roughness-resolved simulations are still not
applicable with today’s computing power for most real-life, high-
Reynolds number, and rough-wall-bounded turbulent flows (e.g., plant
canopies4). An alternative is to model the effect of rough wall on the
outer flow (i.e., roughness-modeled) without directly resolving the
flow at the roughness element scale. Studies on rough-wall turbulence
have been focused on establishing the relation between the surface
drag and the surface topology.5,6 A few studies were devoted to the
development and evaluation of the wall models for rough-wall.7,8

Toward developing advanced wall models to account for different

geometrical features of rough walls, in this work, we systematically
evaluate the predictive capability of roughness-modeled large-eddy
simulation (LES) with the logarithmic law wall model using the results
from the roughness-resolved direct numerical simulations (DNS).

Different wall models have been developed for rough wall in the
literature.7,8 The logarithmic law for rough wall is one of the classic
wall models employed in different applications,9–11 which can be writ-
ten in the following form:

Uþ ¼ 1
j
log y � dð Þ=ks
� �þ 8:5; (1)

where the superscript “þ” indicates the scaling in viscous units, i.e.,
Uþ ¼ U=us (us ¼

ffiffiffiffiffiffiffiffiffiffi
sw=q

p
is the friction velocity, where q is fluid

density and sw is the total wall stress including the form stress from
the roughness elements and the viscous stress), j � 0:4 is the K�arm�an
constant, ks is the “equivalent” sand grain roughness, and the zero-
plane displacement d is the effective elevation of the boundary layer,
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which depends on the rough wall characteristics. In the work by Flores
and Jimenez,12 the rough wall is represented by a smooth wall with
nonzero velocity fluctuations in the wall normal direction. Busse and
Sandham4 introduced an extra force term in the Navier–Stokes equa-
tions to model the rough wall and examined the effects of different
parameters and shape functions for simulating turbulent channel flow.
Theoretical models based on the logarithmic law and exponential law
were developed in the literature for flows over urban and canopies.13,14

Suga et al.15 developed an analytical wall function for Reynolds-
averaged Navier–Stokes (RANS) simulation of turbulent flows and
heat transfer in rib-roughened channel flow. Yang et al.8 proposed a
wall model for RANS based on the von Karman–Pohlhausen integral
method of shape function with the mean velocity in the roughness
sublayer modeled as an exponential analytical function and the wake
interaction of rectangular-prism roughness elements considered based
on the concept of flow sheltering. Brereton and Yuan16 modeled the
effect of rough surfaces on turbulent boundary-layer as part of a k� e
closure based on the concept of rough-wall eddy viscosity. Anderson
and Meneveau7 decomposed the surface into resolved and subgrid-
scale height contributions with the effects of the unresolved small-
scale surface height fluctuations modeled using a local equilibrium
wall model.

Evaluations of roughness-modeled LES are rare and limited to
mean streamwise velocity profiles and Reynolds stresses. Statistics of
turbulence structures, such as the space-time correlations of velocity
fluctuations, which are important in many engineering applications, e.
g., wind energy17 and acoustics,18,19 were not tested. Busse and
Sandham4 evaluated the proposed model by comparing the predicted
Reynolds stresses with roughness-resolved DNS. Suga et al.15 com-
pared the mean velocity profiles and Reynolds stresses predicted by
RANS with the wall function for rough wall with experimental mea-
surements. Yang et al.8 evaluated the capability of the proposed model
in predicting the roughness length and compared the mean velocity
profile from the RANS simulations with the logarithmic profile.
Brereton and Yuan16 examined their model in predicting the friction
coefficient and mean velocity profile in RANS simulations. In the
work by Anderson and Meneveau,7 the proposed dynamic roughness
model for LES was tested using the mean velocity profile and
Reynolds stresses. Based on the aforementioned literature review, very
a few works have been carried out on the evaluation of rough-wall
wall models for LES. Surprisingly, the predictive capability of the
roughness-modeled LES with the logarithmic law as the wall model
has not been systematically tested yet, especially via roughness-
resolved DNS.

High-fidelity data from roughness-resolved simulations are essen-
tial for the evaluations of the wall models for rough wall. Roughness-
resolved simulations can be carried out using either DNS,20–22 which
directly simulate all turbulence scales, or large-eddy simulation
(LES),23–25 which only simulate the energy-containing large eddies
with the subgrid-scale model to account for the effects of unresolved
scales. It is computationally expensive to carry out roughness-resolved
simulations of turbulent flows over rough walls because the length scale
of the roughness element can be orders of magnitudes smaller than the
integral scale of the outer flow. Different methods have been employed
in the literature to model the geometry of the roughness element. For
some cases with regular shape roughness elements, body-fitted grids
can be employed. For instance, Ma et al.21,26 employed a body-fitted

method to simulate the rough-wall turbulence over sinusoidal walls.
Roughness elements with complex geometries have been modeled
using the volume-of-fluid (VOF) method. For instance, Yuan and
Jouybari23 investigated the topographical effects of rough wall on tur-
bulence statistics using the VOF method. Hantsis and Piomelli27

employed the VOF method to study the effects of roughness on scalar
transport. In a recent work, Li et al.25 employed the sharp interface cur-
vilinear immersed boundary method (CURVIB), which can capture
the geometry of the roughness element in a more accurate way com-
pared with the diffuse interface method, to simulate the turbulent flow
over rough walls and compared their results with those from the VOF
method.

In this work, we evaluate the predictive capability of the
roughness-modeled LES with the logarithmic law [i.e., Eq. (1)] as the
wall model using the roughness-resolved DNS results of turbulent
channel flows with rough walls. This study will provide a systematic
assessment on the predictive capability of the logarithmic law wall
model and indicate possible directions for developing advanced wall
models. Specifically, the assessment includes a wide range of turbu-
lence statistics like the mean streamwise velocity, Reynolds stresses,
and space-time correlations, in which the last one plays a significant
role in many engineering applications (e.g., control of wind turbine
wakes28,29 and turbulence noise18,19) but has not been evaluated for
wall-modeled LES even for the smooth-wall turbulence. Through this
research, the community will learn that modeling roughness using ks
and d is not enough for accurately predicting the space-time correla-
tion, and refining the grid may not improve the predictions for
roughness-modeled LES. Improving the predictions of the space-time
correlation is one important direction for roughness-modeled LES.

The rest of the paper is organized as follows. We first introduce
the employed numerical method and the computational setup in Secs.
II and III, respectively. Then, we compare the predictions from the
roughness-modeled LES with those from the roughness-resolved DNS
in Sec. IV. Finally, we draw the conclusions in Sec. VI.

II. NUMERICAL METHODS

The virtual flow simulator (VFS-Wind) code30,31 is employed for
both roughness-resolved DNS and roughness-modeled simulations.
The governing equations are the three-dimensional, unsteady, filtered
continuity, and Navier–Stokes equations shown as follows:

@ui
@xi

¼ 0; (2)

@ui
@t

þ @uiuj
@xj

¼ � @p
@xi

þ @

@xj
�
@ui
@xj

� sij

 !
; (3)

where xi ði ¼ 1; 2; and 3Þ are the Cartesian coordinates, ui is the
ith component of the velocity vector in Cartesian coordinates, � is
the kinematic viscosity, p is the pressure, and sij represents the
anisotropic part of the subgrid-scale stress tensor, which is mod-
eled by the dynamic subgrid-scale model.32 The governing equa-
tions are discretized in space using a second-order accurate central
differencing scheme and integrated in time using the fractional
step method.33 An algebraic multigrid acceleration along with a
GMRES solver is used to solve the pressure Poisson equation. A
matrix-free Newton–Krylov method is used for solving the discre-
tized momentum equations.
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In the roughness-resolved DNS, the sharp interface CURVIB
method33 is employed to model the topology of the rough walls, which
are generated by randomly rotated ellipsoids as in the literature.25,34

As the viscous sublayer is resolved in the roughness-resolved DNS, lin-
ear interpolation in the wall-normal direction is employed in the
CURVIB method to reconstruct the velocity near the rough surface. In
the roughness-modeled simulations, a wall-modeled LES based on the
logarithmic law for rough wall Eq. (1) is employed. In this approach,
the wall shear stress is computed using the tangential velocity at the
first off-wall grid point via the logarithmic law Eq. (1) and is provided
as the approximate boundary conditions for the outer flow
simulations.

III. COMPUTATIONAL SETUP

In this section, we present the computational setup for the
simulated cases. As shown in Table I, we carry out five roughness-
modeled LES cases, with three of them simulated using different
grid resolutions for the same surface roughness length, and the
other two for another two different surface roughness lengths, and
compare the obtained results with those from the roughness-
resolved DNS to examine the predictive capability of the
roughness-modeled LES in simulating turbulent channel flows
with rough walls. For simplicity, the roughness-resolved DNS and
roughness-modeled LES cases will be denoted as “RR” and “RM”

cases, respectively. For the cases with ks ¼ 0:097h, the roughness-
resolved DNS is carried out in this work with detailed flow field
data saved for systematic evaluations. For the roughness-modeled
LES with the other two roughness lengths, the results obtained
from the RM4 and RM5 cases are compared with the results from
Yuan and Piomelli34 and Busse et al.,35 respectively.

In the roughness-resolved DNS, the rough surface as shown in
Fig. 1(a) is generated using the virtual sandgrain model proposed by
Scotti.20 In this approach, the bottom surface is partitioned into square
tiles of size 2r � 2r with each tile containing a randomly rotated ellip-
soid with semiaxes r, 1:4r, and 2r and its center located at y0¼ �0:5r
below the lower wall. In the simulated case, the value of r is set as
r=h ¼ 0:07 corresponding to the fully rough regime, where h is the
height of the channel. The size of the computational domain employed
in the roughness-resolved DNS is 6h� h� 3h in the streamwise x,
vertical y, and spanwise z directions, respectively. As shown in Table I,
the first off-wall grid node is located at yþ ¼ 0:7 from the wall with a
total of 73 grid nodes clustered below the roughness crest in the y
direction. In the other two directions, the grid spacings in wall units
are 6, which are similar to those employed in the literature.34 In the
roughness-modeled LES cases, the size of the computational domain is
6h� ðh� dÞ � 3h in the x, y, and z directions, respectively, in which
the lower wall is shifted up by d ¼ 0:8r for cases RM1, RM2, and
RM3, d ¼ 0:0176h for case RM4, and d¼ 0 for case RM5 to satisfy

TABLE I. Simulation parameters for the cases carried out in this work. In this table, Res is the Reynolds number based on the friction velocity and the height of channel, nx, ny,
and nz are the numbers of grid nodes in the x, y, and z directions, respectively, Dxþ and Dzþ are the streamwise and spanwise grid spacings in wall units, respectively, and
Dyþ1 is the distance of the first off-wall grid node from the wall in wall units.

Case Rough wall treatment Res ks nx � ny � nz Dxþ � Dyþ1 � Dzþ

RR Resolved 1077 0:097h 1024� 300� 512 6� 0:7� 6
RM1 Modeled 1010 0:097h 64� 20� 64 96� 50� 48
RM2 Modeled 1013 0:097h 96� 30� 96 64� 33� 32
RM3 Modeled 996 0:097h 128� 40� 128 48� 24� 24
RM4 Modeled 1000 0:018h 64� 20� 64 96� 50� 48
RM5 Modeled 540 0:170h 64� 20� 64 51� 27� 51

FIG. 1. Schematic for (a) roughness-resolved case and (b) roughness-modeled case. On the slice shown in (a), every 20-grid line is displayed.
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the zero-plane displacement condition. The grid nodes are uniformly
distributed in the x, y, and z directions for all RM cases.

The free-slip boundary condition is applied at the top boundary.
At the bottom wall, the rough surface is directly simulated using the
CURVIB method by applying the no-slip boundary condition at the
surface of the roughness elements in the roughness-resolved case.
The wall model using the logarithmic law is applied at the bottom wall
in the roughness-modeled cases. Periodic boundary conditions are
imposed in the streamwise and spanwise directions for all cases. For
both RR and RM cases, the flow is driven by a mean pressure gradient
to maintain a constant flow rate. The Reynolds numbers Res ¼ ush=�
obtained from the roughness-resolved and roughness-modeled simu-
lations, which is defined based on the channel height h and friction
velocity us ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiðsw=qÞ
p

(where sw is the wall shear stress), are approx-
imately 1000 as shown in Table I. The flow is first simulated for about

20 flow-through times to achieve a fully developed state. Then, the tur-
bulence statistics are obtained by continuing the simulation for about
45.7 flow through times.

In this work, the “equivalent” sand roughness ks employed in the
RM case is calculated using the RR results by fitting Eq. (1) using the
mean velocity profile in the range of 100 < yþ < 300. The obtained
sand roughness is ks ¼ 0:097h for RM1, RM2, and RM3 cases, which
is higher than the VOF predictions.20,34 In Fig. 2, the obtained velocity
defect from the RR case employed in this work together with others in
the literature is compared with the analytical relation between the
roughness function DUþ and kþs , i.e., DUþ ¼ 2:5 log ðkþs Þ � 3:4,
which is derived from Eq. (1) and the following form of the logarith-
mic law for rough-wall turbulence:

Uþ yþ
� � ¼ 1

j
log ðy � dð ÞþÞ þ B� DUþ kþs

� �
; (4)

where 5 < B < 5:5 is a universal constant. As seen, the velocity defect
and the sand roughness obtained from the RR case simulated using
the CURVIB method follow the same trend as others in the literature
and collapse well with the analytical relation.

IV. RESULTS

In this section, we compare the results from the roughness-
modeled LES with those from the roughness-resolved DNS. It is
noticed that in the following comparisons, the origin of y axis is
located d below the lower wall of the computational domain for RM
cases, which is shifted upward as the zero-plane displacement in the
simulations.

We first compare the mean streamwise velocity and Reynolds
stresses computed from the RM1, RM2, and RM3 cases with those
from the RR case. In Fig. 3(a), we compare the temporally and hori-
zontally averaged streamwise velocity profiles from the RM cases with
that from the RR case. It is seen that the mean streamwise velocity pro-
files from the RM cases agree well with that of the RR case for different
grid numbers. In Fig. 3(b), we compare the Reynolds stresses com-
puted from the RM1, RM2, and RM3 cases with that from the RR
case. As seen, the overall trends of different terms of the Reynolds
stresses computed from the RM cases are similar with that from the

FIG. 2. Comparison of the velocity defect DUþ obtained in this work (CURVIB)
and the literature with the analytical relation.

FIG. 3. (a) Comparison of the mean streamwise velocity profiles from the RM1, RM2, and RM3 cases with that from the RR case. (b) Comparison of the Reynolds stresses
from the RM1, RM2, and RM3 cases with those from the RR case. The Reynolds stresses are normalized using u2s .

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 34, 085112 (2022); doi: 10.1063/5.0098611 34, 085112-4

Published under an exclusive license by AIP Publishing

D
ow

nloaded from
 http://pubs.aip.org/aip/pof/article-pdf/doi/10.1063/5.0098611/16581228/085112_1_online.pdf

https://scitation.org/journal/phf


RR case. By examining the profiles more carefully, it is seen that in the
roughness sublayer (i.e., y < 2ks), the magnitudes of Reynolds stresses
from the RM cases are in general lower than those from the RR case.
In the outer layer, on the other hand, the Reynolds stresses from the
RM cases agree better with the RR case when compared with the
comparison in the roughness sublayer. As for the peaks of different
components of Reynolds stresses, it is seen that the magnitudes of the
peaks computed from the RM cases with different grid resolutions are
similar with each other, but with significant different locations for the
peaks, which move close to that from the RR case as one refining
the grid in the RM cases. The fact that the peaks of the Reynolds
stresses predicted by the RR case are located in the roughness sub-
layer is mainly caused by the disturbed flows induced by the
roughness elements. The peaks of the Reynolds stresses predicted
by the RM cases, on the other hand, are grid-dependent as for the
wall-modeled LES of turbulent channel flows with smooth walls.36

It is speculated that the peaks from the RM simulations may move
even closer to the wall for a grid finer than those employed in the
present RM cases.

Comparison for the other two different surface roughness lengths
is shown in Fig. 4. Overall, good agreements with measurements are
observed for the mean streamwise velocity as shown in Fig. 4(a),
although a mismatch less than 4% is observed at yþ ¼ 200 for the
RM4 case, for which the roughness length is in the transitional rough
regime. The Reynolds stresses computed from the RM4 case are com-
pared with the DNS results from Yuan and Piomelli.34 It is seen that
the magnitudes of the Reynolds stresses computed from the RM4 case
agree well with the DNS results in the outer region, while are under-
predicted in the near wall region. It is also noticed that the discrepancy
of the streamwise component of the Reynolds normal stresses is larger
for ks ¼ 0:018h when compared with that for ks ¼ 0:097h for the
same grid resolution.

We then examine the spatial heterogeneity of the temporally
averaged flow field, which is caused by the randomly distributed
roughness elements, by analyzing the dispersive stresses,37,38 which are
deduced by decomposing the velocity component ui as follows:

uiðx; y; z; tÞ ¼ huiisðyÞ þ ~uiðx; y; zÞ þ u0iðx; y; z; tÞ; (5)

where �� denotes temporal averaging and h�is denotes the superficial
average carried out in the whole horizontal plane without considering
whether the grid node is located in the fluid or solid.39 In the above
velocity decomposition, ~ui describes the spatial heterogeneity caused
by the wakes of roughness elements, and u0i is the turbulent fluctua-
tion. The dispersive stresses are formed by the component ~ui . In this
work, the dispersive stresses h~u2i; h~v2i; h~w2i, and h~u~vi are examined.
Different terms of the dispersive stresses are shown in Fig. 5 for
different cases. As seen, the streamwise component of the disper-
sive stresses is comparable with the corresponding component of
the Reynolds stress [shown in Fig. 3(b)], while the wall-normal
and spanwise components are smaller than those of the Reynolds
stresses [shown in Fig. 3(b)]. As mentioned, wakes behind rough-
ness elements are the main cause for the flow heterogeneity for the
RR case, which are not resolved in the roughness-modeled simula-
tions. It is clear that these dispersive stresses cannot be predicted
in roughness-modeled cases, in which the flow field is uniform in
space after the temporal averaging.

After showing the comparisons of the mean streamwise velocity,
Reynolds stresses, and dispersive stresses, we examine the capability of
roughness-modeled LES in predicting turbulent flow structures. First,
we compare the instantaneous velocity fields from the RM cases with
those from the RR case in Figs. 6 and 7 on the horizontal planes
located at ðy � dÞþ ¼ 100 (0:05h higher than the crest of the rough-
ness elements located at y ¼ 1:5r in the roughness sublayer) and
ðy � dÞþ ¼ 480, respectively. As shown in Fig. 6, streaks are observed
in the contours of the streamwise velocity from both RM1 and RR
cases, while those predicted in the RR case have finer flow structures
as expected. The reason causing these differences lies on the different
flow physics captured by the roughness-modeled and roughness-
resolved simulations. In the roughness-resolved cases, the wall-normal
velocity fluctuations near the wall are strongly affected by the flow
structures at the scale of the roughness element. While in the
roughness-modeled simulations, such effects of each individual rough-
ness element are not taken into account. For the spanwise component,
some kind of similarity between the RM1 and RR results is observed
for the large-scale flow structures, but with more small scale structures
resolved in the RR case. For the comparisons at locations further away

FIG. 4. (a) Comparison of the mean streamwise velocity profiles from wall-modeled LES and DNS of different kþs and Res. (b) Comparison of the Reynolds stresses from the
RM4 and those from DNS by Yuan and Piomelli.34 The Reynolds stresses are normalized using u2s.
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FIG. 6. Comparison between contours of the instantaneous velocity between (a), (c), and (e) the RM1 results and (b), (d), and (f) the RR results for (a) and (b) the streamwise,
(c) and (d) the wall-normal, and (e) and (f) the spanwise components, respectively, on the x–y plane at ðy � dÞþ ¼ 100 from the lower wall.

FIG. 5. Comparison of the dispersive stresses from the RM1, RM2, and RM3 cases with those from the RR case for (a) the streamwise component and (b) other components.
The dispersive stresses are normalized using u2s .
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from the wall as shown in Fig. 7, the most significant difference
between the results from the RM1 and RR cases is that the large-scale
streamwise coherent flow structures seen in the roughness-resolved
results [Fig. 7(b)] are not well captured by the roughness-modeled
LES as shown in Fig. 7(a). For the wall-normal velocity fields, the
patterns with large velocity magnitude are roughly aligned with the
streamwise component in the RM1 case, which, on the other hand,
are of complicated shape in the RR case. For the comparison of the
spanwise instantaneous velocity, certain levels of similarity
between the RM1 and RR cases are observed for the large-scale
flow structures.

To further compare the turbulent flow structures predicted by
the roughness-modeled LES with those from the roughness-resolved
DNS, we study the two-point space-time correlation of velocity fluctu-
ations, which is defined as follows:

Rðr; s; yÞ ¼ hu0iðx þ r; y; z; t þ sÞu0iðx; y; z; tÞi
hu02i ðx; y; z; tÞi

; (6)

where r and s are the space and time separations, respectively. For the
present cases, only the streamwise separation is considered with the
ensemble averaging performed in time, the streamwise direction, and
the spanwise direction at z=d ¼ 0; 0:75; 1:5; and 2:25. Similar with
the comparison of the instantaneous flow fields, the space-time

correlations are examined at two typical wall-normal locations [i.e.,
ðy � dÞþ ¼ 100, 480].

We first examine the space correlation R(r) and time correlation
RðsÞ separately. The comparisons of the correlations at ðy � dÞþ
¼ 100 are shown in Fig. 8. For the R(r) and RðsÞ of the streamwise
velocity fluctuations shown in Figs. 8(a) and 8(d), it is seen that the
correlations predicted by the RM cases on a finer grid agree better
with the RR case at small spatial or temporal separations (when R is
larger than 0.4). While for larger separations, the correlations pre-
dicted by the RM cases decay in a much faster way than the RR case,
without improvements when refining the grid. For the wall-normal
[Figs. 8(b) and 8(e)] and spanwise [Figs. 8(c) and 8(f)] velocity fluctua-
tions, it is observed that the correlations R(r) and RðsÞ from the RM
cases decay to negative before fluctuating around zero as observed in
the smooth channel,40 which, however, is not evident in the
roughness-resolved predictions. As refining the grid, the correlations
predicted by the RM cases are decreased for small separations, show-
ing a better agreement with the RR case. Figure 9 compares the space
correlation R(r) and time correlation RðsÞ from the RM cases with
those from the RR case at ðy � dÞþ ¼ 480. It is seen that for small
space or time separations (when R> 0.6), the R(r) and RðsÞ of the
streamwise velocity predicted by the RM cases (especially the RM3
case) are in good agreement with the predictions from the RR case.

FIG. 7. Comparison between contours of the instantaneous velocity between (a), (c), and (e) the RM1 results and (b), (d), and (f) the RR results for (a) and (b) the streamwise,
(c) and (d) the wall-normal, and (e) and (f) the spanwise components, respectively, on the x–y plane at ðy � dÞþ ¼ 480 from the lower wall.
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For large space or time separations, on the other hand, the correlations
of the streamwise velocity predicted by the RM cases decay in a much
faster way when compared with the RR case. Similar trends were
observed at ðy � dÞþ ¼ 100, while the differences between the RM
and RR predictions are larger at ðy � dÞþ ¼ 480. This is consistent
with the observation of the instantaneous streamwise velocity field
shown in Fig. 7 that the elongated coherent structures predicted by the
roughness-resolved simulations are larger than those from the
roughness-modeled simulations at ðy � dÞþ ¼ 480. For the other two
velocity components, the correlations predicted by the RM cases agree
better with RR case when compared with those of the streamwise
velocity. As refining the grid, improvements are observed for the cor-
relations of the wall-normal and spanwise velocity fluctuations, which
are not observed for the streamwise velocity component.

To further examine the capability of roughness-modeled LES in
predicting the coherent structures, the length scale k, which is defined
as the separation where the space correlation coefficient of the stream-
wise velocity decays to 0.5, is examined. Similar method was used by
Clark Di Leoni et al.41 to define a timescale from the time correlation,
in order to avoid the error introduced by the fluctuations around zero
when defining it as an integral, i.e., L ¼ Ð10 RðrÞdr. The length scale k
computed from the RM cases is compared with those from the RR
case in Fig. 10, in which the k from the RR case is computed starting
from the crest of the roughness elements. It is observed that the length
scales computed from the RM cases with different grid resolutions

have similar trends. The values of k decrease with the increase in the
number of grid nodes, with smaller differences observed between the
RM2 and RM3 results. The fact that the curves in Fig. 10 all decline
near the top of the channel is due to the free-slip boundary condition
applied there. Except for such decline caused by the boundary condi-
tions, the length scale, in general, increases as moving away from the
wall. When comparing the RM predictions with the RR predictions, it
is seen that the length scales computed from the RM cases are larger in
the near wall region (when yþ < 200 � 300). In the outer region, the
length scales from all the RM cases are smaller than those from the RR
case, which is consistent with the observations from the instantaneous
velocity field shown in Fig. 7.

The iso-contours of the space-time correlations from the RM1,
RM2, and RM3 cases are compared with those from the RR case. For
the space-time correlations at ðy � dÞþ ¼ 100 shown in Fig. 11, the
iso-contours of correlation coefficients are observed of elliptic shape
for high correlation coefficients, although somewhat deviations are
observed for the iso-contours of low correlation coefficients.

Compared with the RR case, the space-time correlations of the
streamwise velocity fluctuations decay slower in the long-axis direction
until R¼ 0.4 for the RM1 case.

As one refines the grid, the decay rate increases for R> 0.4, which
becomes faster for the RM3 case when compared with the RR case.
From R¼ 0.4 to 0.2, on the other hand, the correlation coefficient of
the streamwise velocity fluctuation computed from the RR case decays

FIG. 8. The streamwise space correlation of (a) streamwise, (b) wall-normal, and (c) spanwise velocity, and time correlation of (d) streamwise, (e) wall-normal, and (f) span-
wise velocity averaged in streamwise at ðy � dÞþ ¼ 100 for different cases.
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significantly slower than those from the RM cases. For the space-time
correlation coefficients of the other two components of velocity fluctu-
ations, similar differences are observed that the correlation coefficients
predicted by the RM cases decay slower than those predicted by the

RR case. With the increase in spatial resolutions, agreement with the
RR case is improved for the space-time correlations of the wall-normal
and spanwise velocity fluctuations. The iso-contours of the space-time
correlation at ðy � dÞþ ¼ 480 are shown in Fig. 12. As seen, the
shapes of the isolines are more elongated at this location when com-
pared to those at ðy � dÞþ ¼ 100. It is observed that the space-time
correlations of the streamwise velocity fluctuations from the RM cases
decay faster in both long-axis and short-axis directions when com-
pared with the RR results. Refining the grid does not improve predic-
tions. As for the space-time correlations of the wall-normal and
spanwise velocity fluctuations, the shape and decay rates computed
from the RM cases are similar with those from the RR case.

Based on the elliptic approximation (EA) model proposed by He
and Zhang42 for the space-time correlations in turbulent shear flows,
the iso-contours of the streamwise velocity can be modeled as follows:

ðr � UsÞ2 þ V2s2 ¼ C; (7)

where U is the convection velocity, V is the sweeping velocity, and C
denotes a contour level. Note that the sweeping velocity characterizes
the distortion of eddies as they travel downstream, which equals to the
sweeping velocity employed in the random sweeping-velocity hypoth-
esis43 only when the shear rate is zero. In the following, we will exam-
ine the geometry features of the ellipse including the length of the
major axis a, the length of the minor axis b, and the preferential

FIG. 9. The streamwise space correlation of (a) streamwise, (b) wall-normal, and (c) spanwise velocity, and time correlation of (d) streamwise, (e) wall-normal, and (f) span-
wise velocity averaged in streamwise at ðy � dÞþ ¼ 480 for different cases.

FIG. 10. Comparison of the length scale k computed from the RM cases with those
from the RR case. The length scale k is computed as the space separation when
the space correlation of the streamwise velocity fluctuations decays to 0.5.
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FIG. 11. The iso-contours of the space–time correlations at ðy � dÞþ ¼ 100 above the lower wall from the RM1 (a)–(c), RM2 (d)–(f), RM3 (g)–(i), and RR (j)–(l) cases, with
the first, second, and third columns for the streamwise, wall-normal, and spanwise components, respectively.
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FIG. 12. The iso-contours of the space–time correlations at ðy � dÞþ ¼ 480 above the lower wall from the RM1 (a)–(c), RM2 (d)–(f), RM3 (g)–(i), and RR (j)–(l) cases, with
the first, second, and third columns for the streamwise, wall-normal, and spanwise components, respectively.
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direction tan ðaÞ as demonstrated in Fig. 13. In the present work, the
lengths of the major and minor axes are defined as the largest and
smallest distances between two points on the ellipse with the con-
nected line passing the origin of the ellipse. With the computed a and
b, the aspect ratio ra ¼ b=a of the ellipse for the iso-contour can then
be computed. The preferential direction tan ðaÞ is defined as the slope
of the major axis with respect to the horizontal axis.44

In this work, the geometry features including the aspect ratio, the
preferential direction, and the lengths of the major and minor axes of
the iso-contours of the space-time correlations of the streamwise
velocity fluctuations are examined. As seen in Fig. 14(a), the aspect
ratios from different RM cases gradually decrease with the increase in
temporal separation, being similar with that observed in the RR case.
For the range of sþ from the RR results, it is observed that the magni-
tudes of the aspect ratios predicted by the RM cases are larger than
those from the RR case. For the preferential directions shown in Fig.
14(b), it is observed that they are approximately the same for different
time separations. The preferential directions predicted by the
roughness-modeled simulations are smaller than those from the
roughness-resolved simulation. As refining the grid, improvement is
not observed for RM predictions. For the lengths of the major and
minor axes, the predictions from the RM1 simulations are significantly
larger than those from the RR simulation, with improvement observed
when refining the grid as shown in Figs. 14(c) and 14(d). For the RM3
case, the values of the predicted aþ and bþ are closer to those from the
RR case for large and small values of Rðr; sÞ, respectively.

The geometrical features of the iso-contours at ðy � dÞþ ¼ 480
are shown in Fig. 15. It is observed in Fig. 15(a) that the aspect ratios
from the RM cases also decrease with the increase in temporal separa-
tion and are closer with that from the RR case as refining the grid. The
decrease rates of the aspect ratios computed from the RM cases are
similar with each other, but larger than that predicted by the RR case.
As for the preferential direction, the predictions from the RM1 and
RM2 cases are smaller than those from the RR case with the difference
less than 20%. The best agreement with the preferential direction

predicted by the RR case is observed from the RM3 case with the finest
grid. However, increasing the grid resolution does not improve the
prediction of the decay rate of the space-time correlation, which is
high for the RM cases as indicated by the range of the time separations
shown in Fig. 15(b). It is also observed the preferential direction, in
general, increases when increasing the temporal separation sþ for the
RM cases, which vary in the opposite way for the RR case. However, it
should be noticed that the overall variations of the preferential direc-
tion are small for the plotted range of temporal separations. For the
lengths of the major axis, the predictions from the RM simulations are
smaller than those from the RR simulation, with no significant
improvement when refining the grid as shown in Fig. 15(c). The
lengths of the minor axes predicted by the RM simulations, on the
other hand, are larger than those from the RR simulation for small val-
ues of Rðr; sÞ for the RM1 case. For the RM3 case, the values of the
predicted bþ are close with those from the RR case for small values of
Rðr; sÞ, while they are smaller for large values of Rðr; sÞ.

After obtaining the lengths of the major and minor axes and the
preferential direction, the convection and sweeping velocity employed
in the EA model can be computed via

U ¼ tan að1� r2aÞ
r2a tan

2aþ 1
; (8)

V ¼ rað tan2aþ 1Þ
r2a tan

2aþ 1
; (9)

which are derived from Eq. (7) and the standard equation of ellipse.
The convection and sweeping velocities varying with the temporal sep-
aration s are shown in Fig. 16. It is observed that at both vertical loca-
tions [i.e., ðy � dÞþ ¼ 100; 480], the convection velocities predicted
by the RM1 and RM2 simulations are smaller than those predicted by
the RR simulation and, in general, increase as the temporal separation
increases, which, on the other hand, are approximately the same for
different temporal separations for the RR predictions. At
ðy � dÞþ ¼ 480, the convection velocities predicted by the finest grid
case, i.e., the RM3 case, are roughly the same with those predicted by
the RR case. For the sweeping velocity, the values predicted by the RM
cases are, in general, smaller and larger than that from the RR case at
ðy � dÞþ ¼ 100 and 480, respectively, with the prediction from the
RM3 case, showing the best agreement with the RR results. The sweep-
ing velocity predicted by the RM cases decreases with the increase in
temporal separation at both wall-normal directions, similar with those
observed in the RR case.

V. DISCUSSIONS

In this section, we attempt to explain the discrepancies between
roughness-modeled LES and DNS from the physics point of view.
From the comparisons carried out in this paper, discrepancies were
observed in both the near wall region and the outer layer. In the near
wall region, the roughness-modeled LES underpredicts the magnitudes
of Reynolds stresses, which are predicted reasonable well in the outer
layer. In the outer layer, on the other hand, the roughness-modeled
LES fails to accurately predict the characteristics of the large-scale flow
structures, including the integral length scale and the space-time corre-
lations, for all the considered grid resolutions.

The near wall turbulence is governed by the flows over roughness
elements. A large fraction of the drag on the flow is from the form

FIG. 13. A schematic for the elliptic approximation model.
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drag on the roughness element. The flow in the roughness sublayer is
featured by wakes downstream of the roughness elements. The wake
of a roughness element is affected by its shape and orientation, and the
wake from the upstream. The wakes, their interactions, and the inter-
action of wakes with the flow above the roughness sublayer are the key
factors affecting the Reynolds stresses (e.g., magnitudes and locations
of peaks) in the near wall, indicating that turbulence characteristics in
the roughness sublayer will be strongly roughness-dependent. This
suggests that it is impossible for the wall model tested in this work to
accurately predict the turbulence in the roughness-sublayer, since the
mechanisms at the roughness element scale are not properly modeled
in the rough-modeled LES.

Similarity exists in the outer layer with the characteristic velocity
and length scales set by the flow near the rough wall. Such similarity

was evidenced in the comparisons of the mean streamwise velocity
and the Reynolds stresses in the outer layer, where the predictions
from the roughness-modeled simulations are similar with those from
the roughness-resolved simulations. In the roughness-modeled LES,
the velocity scale us is properly modeled by the wall model based on
the logarithmic law and employed as wall shear stress boundary condi-
tion for the outer flow simulation. The characteristic scale of the rough
surface, i.e., the roughness length, although employed in computing
wall shear stress, is not explicitly specified in the roughness-modeled
LES. Wall similarity holds when the scale of the roughness element is
significantly smaller than the boundary layer thickness, e.g., k=h
< 1=40 proposed by Jimenez1 and verified by Flack et al.,45 where k is
the height of the roughness element. For roughness elements when k
is a fraction of the h, similarity was also observed for the mean flow.46

FIG. 14. Geometrical features of the iso-contours of the space–time correlations of the streamwise velocity fluctuations at ðy � dÞþ ¼ 100 extracted based on elliptic approx-
imation employed in the EA model for (a) the aspect ratios b/a, (b) preferential direction tan a, (c) lengths of the major axes aþ, and (d) lengths of the minor axes bþ for RR,
RM1, RM2, and RM3 cases.
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As for the RR case in this work, the equivalent sand roughness is
approximately 10% of h and 100 in wall units. Significant interaction
between the roughness elements and the outer flow is expected to hap-
pen that the roughness elements will affect the turbulence structures in
the outer flow as supported by the comparison between the
roughness-modeled LES and the roughness-resolved DNS, although
similarity in mean flow is still observed. This suggests that wall models
for rough wall should properly take into account such interaction
between the roughness elements and the outer flow when k/h is not
small enough.

VI. CONCLUSIONS

In this work, we evaluated the capability of roughness-modeled
LES in predicting turbulent channel flows with rough walls by com-
paring its predictions with the roughness-resolved DNS results. In the
roughness-modeled LES, the rough wall was modeled using the

logarithmic law. In the roughness-resolved DNS, the rough surface,
which was generated using ellipsoids with random orientations, was
directly resolved using the curvilinear immersed boundary method.
Systematic evaluation was carried out for the rough surface with
ks ¼ 0:097h, for which three different grid resolutions were
considered in the roughness-modeled cases together with the
roughness-resolved DNS case. Other two different rough surfaces with
ks ¼ 0:018h and 0:170h were also considered for the roughness-
modeled cases, with the roughness-modeled predictions compared
with the DNS results in the literature.

Turbulence statistics from the roughness-modeled cases were
compared with those from the roughness-resolved case. The mean
streamwise velocity profiles from the roughness-modeled cases with
different grid resolutions agree well with the roughness-resolved pre-
dictions. A reasonable agreement between the roughness-modeled and
roughness-resolved predictions was observed for the Reynolds stresses

FIG. 15. Geometrical features of the iso-contours of the space–time correlations of the streamwise velocity fluctuations at ðy � dÞþ ¼ 480 extracted based on elliptic approx-
imation employed in the EA model for (a) the aspect ratios b/a, (b) preferential direction tan a, (c) lengths of the major axes aþ, and (d) lengths of the minor axes bþ for RR,
RM1, RM2, and RM3 cases.
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with improvements on finer grids. Significant differences were
observed for the dispersive stresses, which cannot be predicted by the
roughness-modeled LES. The space-time correlations and the integral
scales from the roughness-modeled cases were also compared with the
roughness-resolved predictions. It was observed that the integral
length scales predicted by the roughness-modeled case reasonably
agree with the roughness-resolved predictions in the near wall region
for the finest grid, while they are significantly smaller than the
roughness-resolved predictions at locations further away from the
wall. Large-scale structures in the instantaneous streamwise velocity
are not well predicted by the roughness-modeled simulations at loca-
tions away from the wall [i.e., ðy � dÞþ ¼ 480].

For the space-time correlations, the predictions from the
roughness-modeled case with the finest grid are acceptable when com-
pared with the roughness-resolved results for the spanwise and vertical
velocity fluctuations. However, significant differences were observed
for the space-time correlations of the streamwise velocity fluctuations

especially at the location further away from the wall [located at
ðy � dÞþ ¼ 480]. No improvements were observed when refining the
grid. The iso-contours of the space-time correlations were further ana-
lyzed based on the EA model. The convection velocities computed
from the roughness-modeled and roughness-resolved cases were com-
pared, with the maximal differences in the range of 10%–20% for
ðy � dÞþ ¼ 480 and about 30% for ðy � dÞþ ¼ 100, respectively. As
for the sweeping velocity, the maximal differences are in the range of
30%–40% at ðy � dÞþ ¼ 480, which is smaller at ðy � dÞþ ¼ 100. It
was also observed that the variations of the convection velocity with
the temporal separations predicted by the RM cases are different from
the RR predictions especially at ðy � dÞþ ¼ 480.

This work has been focused on the evaluation of the logarithmic
law wall model, a typical representation of the wall models with the
roughness length as the key parameter, using the case the rough sur-
face generated using randomly rotated ellipsoids. Although evaluating
different types of wall models for different kinds of rough surfaces is

FIG. 16. Convection velocity (a) and (c) and sweeping velocity (b) and (d) computed using Eqs. (8) and (9) with the geometrical features extracted from the iso-contours of
the space–time correlations of the streamwise velocity fluctuations (a) and (b) at ðy � dÞþ ¼ 100 and (c) and (d) at ðy � dÞþ ¼ 480.
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certainly needed, the findings have general implications: (1)
modeling the rough surface using the sandgrain roughness ks and
zero-plane displacement d is probably not enough even for a rough
surface with uniform topographic statistics if the objective is to
predict the space-time correlation; (2) because of the complex
interplay among the grid resolution, the discretization scheme and
the subgrid scale model refining the grid do not necessarily result
improvements on the predictions for roughness-modeled LES,
which is also observed for smooth walls.36

The most important takeaway from this work is that representing
the rough wall using the roughness length is not enough for accurately
predicting the space-time correlations. To predict the space-time cor-
relations, the prediction of the convection velocity for advecting eddies
downstream needs to be improved at the near wall locations. At loca-
tions away from the wall, on the other hand, one has to improve the
prediction of the sweeping velocity, i.e., the distortion of eddies as trav-
eling downstream. The approach for developing the wall models for
an improved predictions of the space-time correlations is yet to
explore. With the findings of this work, future study will be focused on
identifying the key factors affecting the capability of the wall models
on predicting the space-time correlations, and developing and evaluat-
ing the data-driven wall models,47 for better taking into account the
effects at the roughness element scale and the interaction between the
rough wall with the outer flow.
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