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The diffraction of a shock wave over a stationary body is a problem of interest associatedwith the starting of shock

tubes and expansion tubes, which are well suited to studies of hypersonic magnetohydrodynamic flows. However,

these facilities are characterized by very short test times. The transient parameters during the establishment of the

detachedbowshock in such impulsive facilities are important for bothdataprocessingandexperimental design. In the

present study, based on the low magnetic Reynolds number assumption and dipole magnetic field distribution,

the influence ofmagnetic field on the diffraction of an incident shockwave over a spherewas studied numerically. The

incident shock Mach number ranges from 11 to 15 under different magnetic field intensities. Time histories of

the shock-detached distance and stagnation pressure were first obtained. Moreover, the time needed to establish the

steady flows over the sphere was also displaced against the magnetic interaction parameter. The larger the magnetic

interaction parameter, the longer the time needed to establish a steady bow shock for experiments, which further

challenges the facilities to have sufficient test times for conducting hypersonic magnetohydrodynamic flow

experiments.

I. Introduction

I N RECENT decades, a renewed interest has grown in hypersonic

flight. In the design of hypersonic vehicles, aerodynamic heating

is one of the primary issues that needs to be carefully dealt with,

because enormous challenges are posed with the survival of hyper-

sonic flight due to the severe heating, such as high heat flux at

stagnation point and significant increase in heat transfer by lami-

nar–turbulent transition, etc. Therefore, various thermal protection

methods have been developed by researchers to protect the vehicles

from severe aerodynamic heating. As effective ways of thermal

protection, flow control technologies have been widely investigated,

including boundary-layer transition control [1–3], shock spike tech-

nology [4], opposing jet technology [5], and so forth. Among these

methods, magnetohydrodynamic (MHD) flow control, an earlier-

proposed active and noninvasive thermal protection technique, has

attracted intense interest due to the recent improvements in electro-

magnet technology and superconducting materials. In hypersonic

MHD flow control, a magnetic field is applied to a weakly ionized

plasma flow in the shock layer ahead of a hypersonic flight vehicle.

The interaction between the magnetic field and the plasma flow

induces the Lorentz force. The plasma flow is decelerated by the

Lorentz force, which leads to the enlargement of the shock layer. As a

result, the tangential velocity gradient near the stagnation point is

reduced, which leads to a smaller convective heat flux [6]. Addition-

ally,MHD flow control also has broad application prospects in radio-

blackout mitigation [7,8], air-breathing engine augmentation [9],

flight control [10–12], and MHD power generation [9].

In the earliest stage of research on MHD flow control, research-

ers mainly conducted theoretical analysis on simple models, such

as flat plate and sphere [13–16]. For example, Bush investigated the
influence of magnetic field on the flow of conductive fluids in the
shock layer [17]. Later, the feasibility of applying magnetic tech-
nology to hypersonic vehicles and their propulsion systems was
proved through theory [18,19], experiments [20–25], and numeri-
cal simulations [26–28]. However, due to the complexity of MHD
technology, its research is still in the exploratory research stage,
and there are still a lot of fundamental issues that need to be
addressed. Experimental methods are critical for the development
of MHD flow control. Due to the high enthalpy required to ensure
the test flow has an adequate conductivity, only certain facilities
worldwide can facilitate these experiments. For these high-
enthalpy facilities, the higher total temperature conditions are
always achieved at the expense of the test time, leading to very
short effective test times. Also, generally, the higher the enthalpy
is, the shorter the test time is. For example, the test time of the High
Enthalpy Shock Tunnel Göttingen, a reflected shock tunnel facility
at Göttingen University, is 1–6 ms [29], and that of the X2 expan-
sion tunnel at the University of Queensland is 50–200 μs [30]. In
addition, the test time of the Φ800 shock tube at the Institute of
Mechanics, Chinese Academy of Sciences is only tens of micro-
seconds [31]. Therefore, there is always a question as to whether or
not the test times are sufficient to allow the establishment of certain
types of steady flows over aerodynamic models. If available test
times are not sufficiently long to obtain a steady-state flow over
aerodynamic models, the experimental data of these facilities are
not reliable for an accurate representation of simulated flowfields.
In hypersonicMHD flows, the electromagnetic force is generated

by the interaction between the magnetic field and the conductive
fluid according to Faraday’s law of induction. This force has a
component in the direction opposite to the freestream velocity
vector and pushes the shock away from the body. Thus, diffraction
of the shock around the model and the time needed to establish the
bow shock will be affected. Lefevre et al. [32] performed exper-
imental observation of hypersonic MHD shock-detached distance
in the X2 expansion tunnel, with air as the test gas, and a flow
velocity of up to 12–14 km/s. The test time was about 100 μs. He
clearly observed the unsteady change of shock-detached distance
within the effective test time range of 20–80 μs. However, the
reason for the unsteady change was not explained in detail. For
the flowwithoutmagnetic field, Patz [33] studied the time history of
the bow shock formation from a theoretical perspective and com-
pared it with the shock- tube experiments. Moran and Moorhem
[34] and Barnwell [35] used a numerical simulation method to
calculate the flowfield after the arrival of the incident shock, and
predicted the pressure distribution on the smooth blunt body in a
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relatively long test time. Miller and Moore [36] reported that the

time required for heat flux at the stagnation point to reach basic
stability is about 80 μs. However, the formation of the bow shock

waves around the blunt bodies in the MHD flow has not yet been
reported, which deserves more attention due to the extreme test

condition and the influence of the magnetic field on the flowfield
establishment.
In view of the importance of the time needed for establishment of

the detached bow shock in MHD flows, the primary goal of the
present study was to examine the influence of magnetic field on its

detach shock movement. The axisymmetric two-dimensional
thermochemical nonequilibrium MHD numerical simulations were

conducted under different magnetic field intensities. Different inci-
dent shock Mach numbers was considered. The unsteady flow proc-

esseswere examined in detail to provide theoretical guidance for both
data processing and experimental design of hypersonic MHD flow

control experiments.

II. Physical Problem

In the present study, the influence of magnetic field on the
motion of the bow shock out from a sphere in an unsteady process

is studied. Diffraction of an incident shock wave over a sphere is
illustrated in Fig. 1. A strong shock moving in a gas at rest and

sweeping over a sphere is reflected at the stagnation point. The
reflected shock running upstream is decelerated and, after a spe-

cific formation time, establishes as a steady bow shock wave at the
distanceΔ from the stagnation point, whereΔ represents the steady

bow shock standoff distance. To identify flow regions defined by

the incident and reflected shock waves and the wall, numbers are
used as shown in Fig. 1. Region① represents the undisturbed flow

in front of the incident shock, region ② represents the properties
behind the incident shock, and region③ represents the properties

between the reflected shock and the wall. Phenomena that are
treated include the diffraction of the incident shock wave by the

sphere and the unsteady flow in the shock layer ahead of the body
after shock impingement and before the establishment of steady

flow.
For the preceding physical process with the existence of an applied

magnetic field, additional Lorentz force will be introduced due to the

interaction between themagnetic field and the charged particles in the
shock layer. Certainly, the shock should be strong enough to create

ionization of the gas in the shock layer. Then, the Lorentz force will
increase the final shock standoff distance, as illustrated in Fig. 2.

However, the present study mainly focuses on the unsteady bow
shock formation process after applying a magnetic field; this is quite

important for theMHD experiments in shock tube or expansion tube,
where the test time is extremely short.
Several dimensionless parameters have been shown to be of

importance when determining the magnitude of the MHD effect.

The magnetic interaction parameter is the most important, which
describes the relative magnitude between electromagnetic forces and

inertial flow forces:

Q � σB2
0L

ρ∞u∞
(1)

where σ is the electrical conductivity, B0 is the characteristic mag-

netic field flux density at the stagnation point in this study, L is the

characteristic length or sphere radius in the present study, ρ∞ is

freestream density, and u∞ is the freestream velocity. Generally,

MHD effects should become significant for Q > 1 [32].
Another important dimensionless parameter is themagnetic Reyn-

olds number. It gives an estimate to the extent to which the magnetic

field deforms due to the presence of plasma:

Rem � σu∞Lμ0 (2)

where μ0 is the magnetic permeability of free space. Generally, the

ionized air produced in the hypersonic flow is a poor electrical

conductor, where the induced magnetic field by the plasma current

is much smaller than the applied magnetic field and diffuses

rapidly. The values of magnetic Reynolds number in this

paper are no more than 0.72, which is too small to consider the

influence by induced magnetic field [38]. Thus, the induced mag-

netic field is ignored and the low magnetic field approximation is

usually used.

III. Numerical Methods

A. Governing Equations and Calculation Method

Because hypersonicMHD experiments remain largely elusive due

to their excessive complexity, numerical simulations were conducted

to better understand the unsteady evolutionary process during the

movement of the shock wave. The axisymmetric, unsteady, and

compressible laminar-flow governing equations are employed,

where the coupling computation of the flowfield and the electromag-

netic field is accomplished by adding the electromagnetic source

term. The present study mainly focuses on bow shock movement

process around the sphere, where in particular the boundary layer

around the body has no significant influence on the detached dis-

tance. Thus, the inviscid flow is calculated and the governing equa-

tions are as follows:

∂Q
∂t

� ∂F
∂x

� ∂G
∂r

�H � W � SM (3)

where
Fig. 1 Shock reflection at a sphere; numbers are used to identify flow
regions defined by the incident and reflected shock waves and the wall.

Fig. 2 Flow around reentry vehicle with an applied magnetic field
and the resulting Lorentz force. J, B, and V are, respectively, vectors
of electric current, magnetic field, and flow velocity [37] (Reprinted in
part with permission from Nagata, Y., Satofukay, Y., Watanabey, Y.,
Tezukaz, A., Yamadax, K., and Abe, T., “Experimental Study on the

Magneto-aerodynamic Force Deflected by Magnetic Field Interaction
in a Weakly-ionized Plasma Flow,” AIAA Paper 2013-2999, January
2013. Copyright 2013 by the American Institute of Aeronautics and
Astronautics, Inc.).
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Q � �ρi; ρu; ρv; ρet; ρev�T;
F � �ρiu; ρu2 � p; ρuv; �ρet � p�u; ρuev�T
G � �ρi; ρuv; ρv2 � p; �ρet � p�v; ρvev�T

H � 1

r
�ρi; ρuv; ρv2; �ρet � p�v; ρvev�T

W � � _ωi; 0; 0; 0; Sv�T

SM �
�
0; �J × B�x; �J × B�r;J ⋅E;

1

σ
J ⋅ J

�
T

where x and r are axial and radial coordinates of the physical space,
respectively; t is time; Q is the conserved variable vector; F;G,
and H are inviscid flux vectors; SM is the electromagnetic source

vector; W is the chemical source term. ρi represents the density of

species i; u and v are axial and radial velocities, respectively; p and ρ
are pressure and density, respectively; et and ev are unit mass of total

energy and vibrational energy, respectively. _ωi and Sv represent the
production rates of mass and vibrational energy.
Additional quantities are required to calculate the electromagnetic

source vector SM, and they are electric current density vector J,
electric strength vectorE, and magnetic field vector B. The general-
izedOhm’s law is used to solve the current density, and the expression

is as follows:

J � σ�E� u ×B� (4)

where σ is the electrical conductivity. Because of the assumption of

the axisymmetric two-dimensional electromagnetic field and the

neglect of the Hall effect, the electric field E in Eq. (5) becomes

zero. Consequently, the electric current density has only the azimu-

thal θ component, which is written as

Jθ � σ�uxBr − urBx� (5)

Therefore, the electromagnetic source vector is simplified as

SM �
�
0;−JθBr; JθBx; 0;

J2θ
σ

�
T

(6)

The seven chemical species are considered in the present study:

N, O, N2;O2, NO, NO�, and e-. As a finite-rate chemical kinetics

model, 18 chemical reactions are included fromRefs. [39–42]. Park’s

two-temperature model is employed to take account of the thermal

nonequilibrium state. The vibrational–electron–electronic energy

contains the vibrational and electric excitation energies of atoms

and molecules. The terms of energy exchange processes include

vibrational–translational energy relaxation Qtr−vib, electronic–trans-

lational energy relaxation Qtr−el, and vibrational energy loss due to

the dissociation Qvib−dis [27,43].
The expression of the vibration source term Sv is as follows:

Sv � Qtr−vib �Qvib−dis �Qtr−el

Qtr−vib �
X
j

ρjRjθvj

�
1

eθvj∕Tt−1
− 1

eθvj∕Tv−1

�
τvj

Qvib−dis �
X
j

wj

Rjθvj
eθvj∕Tv − 1

Qtr−el � 3ρeR�Tt − Tv�
X
s≠e

νe;s
Ms

where θvj is the vibrational characteristic temperature of species j;Rj

is the gas constant of component j;R is universal gas constant; τvj is
the vibrational relaxation time;Ms is the molecular weight of species

S; νe;s is the effective collision frequency of electrons with heavy

particles.

The governing equations were solved using a finite-difference
approach; convective terms were approximated using the AUSMPW+
scheme [44]. Time integration was performed implicitly by applying
the LU-SGS algorithm [45]. Noncatalytic isothermal and slip boun-
dary conditions were specified as the boundary conditions at the wall,
and the temperature was set to 293 K.

B. Electrical Conductivity Model

The electrical conductivity is required to calculate the current
density from the generalized Ohm’s law. The commonly used plasma
electrical conductivity model is based on the collision theory of
molecular motion, which considers the collision and migration proc-
ess of electrons and ions in plasma. This model not only includes the
weak ionization and strong ionization conduction mechanism, but
also takes into account the difference of all kinds of gas species. The
electrical conductivity is written as [30]

σ � nee
2

me

P
s≠e ν

m
e;s

(7)

where νme;s is the effective momentum exchange collision frequency
of electrons with other chemical species. When s is the ionic compo-
nent, the expression is written as

νme;s � 6π

�
e2

12πε0kTe

�
2

ln

2
412π�ε0k

e2

�
3∕2

������
T3
e

n2e

s 3
5ns

�����������
8kTe

πme

s

When s is the neutral particle component, the expression is written as

νme;s �
4

3
σme;sns

�����������
8kTe

πme

s

where k and ε0 are the Boltzmann constant and vacuum permittivity,
respectively; e;me, and ne are the elementary charge, electron mass,
and electron number density, respectively;ns is the number density of
the component s;Te is the electron temperature and is equal to the
vibration temperature Tv in the two-temperature model. σme;s repre-
sents the effective momentum exchange collision cross sections
between electrons and other neutral component molecules, and is
obtained by using a fitting relation reported in the literature [41].

C. Magnetic Field Model

The dipole magnetic field model, frequently used in experiments
[46] and calculations [17], is applied in the present investigation. The
origin coordinate is set at the center point of the sphere, and the
externally applied magnetic field is assumed to be produced by a
dipole magnet placed at the point of r � 0 and x � 0 inside the
sphere. Expression of the magnetic field distribution is as follows:

Br � −
B0R

3
b

2�x2 � r2�3∕2
3xr

x2 � r2
(8)

Bz � −
B0R

3
b

2�x2 � r2�3∕2
�2x2 − r2�
x2 � r2

(9)

where Rb is the radius of the sphere, and B0 is the strength of the
magnetic flux density at the stagnation point. The present study varies
the parameter over a wide range of 0.0–10.0 T for examining
influences of the strength of applied magnetic field or magnetic
interaction parameter on the formation process of the bow shock.
The distribution of the externally applied magnetic field around the
sphere for the parameter B0 � 5 T is illustrated in Fig. 3.

D. Grid Independence Study

A grid convergence study was conducted for three different
grid resolutions (240 × 160; 360 × 240, and 480 × 320 grid points,
with the first numbers representing the grid nodes along the axial
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coordinate; the zones near the wall were incorporated with clustered
points). The transient behavior of the shock-detached distance with
timewas shown in Fig. 4, which showed negligible difference among
the three grid resolutions. Thus, a mesh size of 240 × 160 was
employed in the present study considering the computational cost.

IV. Results and Analysis

The diffraction of the incident shock wave over the sphere and the
subsequent motion of the reflected shock wave forMs � 13without
an applied magnetic field or with the magnetic field of B0 � 8 T are
shown for comparison in Fig. 5. Other parameters are the following:
p1 � 250 Pa; T1 � 293 K, and Rb � 20 mm. The shock wave
moves downstream, strikes the sphere, and is reflected. Initially, this
reflection is regular. When the angle of inclination of the incident
shock to the surface has increased, Mach reflection occurs. Sub-
sequently, the reflected shock travels upstream before a stable shock
wave is established. From the point ofwave evolution, the presence of
a magnetic field will not produce additional flowfield structure. The
present computation is initiated immediately at the shock impinge-
ment occurred. The flowfield tends to be stable at the moment of t �
20 μs in the absence of magnetic field, whereas when B0 � 8 T, the
flow needs 30 μs to become stabilized, and the distance of the
detached shock is significantly larger than that in the absence of a
magnetic field. The results in Fig. 5 clearly reveal that there are
differences in the displacement and velocity of reflected bow shock
in the presence or absence of a magnetic field. Figure 6 shows the
temperature distribution during formation of bow shock wave for
Ms � 13; B0 � 0∕8 T, which indicates the similar flowfield in the
shock layer between the two cases. Whereas the magnetic field is
applied to the plasma flow, an azimuthal electric current Jθ will be

induced in the shock layer, as shown in Fig. 2. The interaction

between the magnetic field and the azimuthal electric current induces

the Lorentz force in the shock layer, as shown in Fig. 7. The Lorentz

force decelerates the tangential flow, so that the bow shock wave is

pushed away from the sphere by applying the magnetic field.

The displacement–time relationship curves of the reflected shock

movement with Ms � 9 and Ms � 13 are shown in Figs. 8 and 9,

respectively. The relationship curves reveal that the higher the inci-

dent shock Mach number is, the smaller the shock layer thickness is.

This is due to the stronger inertia force of the flow element generated

by the higher inflow velocity, which results in a higher degree of gas

compression in the shock layer. For the same incident shock Mach

number, with the increase of the intensity of the external magnetic

field, the stabilization time of the reflected shock is prolonged as a

result of the blocking effect of the electromagnetic force generated by

the interaction between the magnetic field and the electrically con-

ductive fluid.

When the incident shockMach number is small, as shown in Fig. 8,

as the conductivity is positively correlatedwith the temperature in the

stagnation region, the low incident shock Mach number does not

generate sufficient conductivity. As a result, the magnetic interaction

parameter under this condition is extremely small, and the interaction

between the magnetic field and flowfield can be basically ignored,

making it difficult to produce an obvious MHD flow control effect.

When the incident shock Mach number is large, as shown in Fig. 9,

the high temperature and pressure generated after the reflected shock

lead to relatively violent chemical reactions, among which is the

ionization process producing a relatively high conductivity.When the

magnetic field applied, the tangential flow of the conducting fluid is

blocked by Lorentz force, which leads to the increase of the shock-

detached distancewhen it reaches steady. For the process of unsteady

formation of the bow shock, the displacement of the reflected shock

with a magnetic field is larger than that with a weaker magnetic field

at the corresponding moment.

The pressure at the stagnation point can reflect the flow state and

the aerodynamic characteristics of the model, which is attracting

much attention. Here, the incident shock Mach number of 13 is

selected to illustrate the regularity. The time history of the stagnation

pressure under such a condition is shown in Fig. 9. At the moment of

shock impingement, the stagnation pressure is the maximum in the

whole formation process, and it gradually decreases along with time

to a steady value. In the presence of a magnetic field, the stagnation

pressure decreases more slowly than that with a weaker magnetic

field. Whether a magnetic field exists has no effect on the final stable

stagnation pressure, that is, the interaction between themagnetic field

and the conductive flow only has an effect on the formation process of

Fig. 4 Shock detached histories for three grid resolutions with
Ms � 13;B0 � 0 T, p1 � 250 Pa;T1 � 293 K, and Rb � 20 mm.

Fig. 5 Transient motion of reflected shock comparison for Ms �
13;B0 � 0∕8 T.

Fig. 3 The distribution of dipole magnetic field around the sphere for
B0 � 5 T.
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the stagnation pressure. In other words, the magnetic field can main-

tain, to some extent, the stagnation pressure at the beginning.

The effect of magnetic field on the time history of the reflected

shock displacement and stagnation pressure observed in Figs. 9 and

10 is essentially caused by Lorentz force generated by the interaction

between the magnetic field and the conductive flow, of which the

direction points to the stagnation line in the shock layer. The force

blocks fluid movement along the tangential direction, resulting in a

reduced mass outflow rate in the region near the stagnation line after

the reflected shock. Therefore, the influence exerted by the magnetic

field on the flow parameters near the stagnation line is an important

reason to change the formation process of the bow shock. An analysis

of the variation regularity of the parameter distribution on the stag-

nation line with time during the formation of the bow shock is

conducted. Comparisons of the temperature and density distribution

on the stagnation line at different moments are shown in Figs. 11 and

12, in which the black and red lines respectively represent 0 and 8 T.

In the temperature distribution shown in Fig. 11, the curves with or

without magnetic field basically coincide at the initial shock reflec-

tion stage.With time going on, the temperature at the shock decreases

Fig. 6 Temperature distribution during formation of bow shock wave for Ms � 13;B0 � 0∕8 T.

Fig. 7 Two-dimensional distribution of the Lorentz force for
Ms � 13;B0 � 10 T;p1 � 250 Pa, T1 � 293 K, and Rb � 20 mm.

Fig. 8 The displacement–time relationship of the reflected shock with
different magnetic field intensities, when the incident shock Mach num-
ber Ms � 9.

Fig. 9 The displacement–time relationship of the reflected shock with
different magnetic field intensities, when the incident shock Mach num-
berMs � 13.

Fig. 10 Time history of the stagnation pressure with different magnetic
field intensities.
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more slowly with magnetic field than without magnetic field,
whereas the temperature at the stagnation line behind the shock is
almost the same. Regarding the density distribution in Fig. 12, at the
initial shock reflection stage, the density distribution curves on
stagnation points with or without magnetic fields also basically
coincide. With time processing, the postshock density with magnetic
field is clearly higher than that without magnetic field at the corre-
sponding time, which directly indicates that the application of the
magnetic field enhances the blocking effect on flowing near the
stagnation line. Taking together these results, it can be illustrated
that the flow state after the reflected shock is higher than that without
magnetic field at the corresponding time, and according to the law of
shock motion, when the flow parameters in front of the reflected
shock are consistent, the higher the flow state behind the shock is, the
faster the shock moves. Therefore, the velocity of the reflected shock
with the application of the magnetic field is higher at the correspond-
ing time. The preceding analysis shows that a magnetic field is
helpful to maintain the velocity of the reflected shock, that is, a
weaker velocity attenuation happens when there exists a magnetic
field, and thus, the displacement is longer, which helps to acquire a
better insight into the phenomenon that the existence of magnetic
field leads to the increase of the shock-detached distance from the
perspective of the unsteady process.
Because the optical methods will not be significantly affected by

the presence of the electromagnetic field, the shock-detached dis-
tance/shock structure is one of the most concerned phenomena in
hypersonic MHD experiments. The results shown in Figs. 9–11

reveal that when the magnetic field increases, the time required for

the stabilization of the bow shock will also be prolonged. For high-

enthalpy impulse equipment, the effective test time is extremely

short, thus it becomes necessary to evaluate the unsteady process

of the MHD flow experiments to avoid the situation that the steady

state is not reached during the test time range. The bow shock

formation process considered in this study is highly consistent with

the shock tube experimental environment, where the effective test

time is on the order of tens of microseconds under the condition of a

high-incident-shock Mach number.

The relationship between the stabilization time of the reflected

shock and themagnetic interaction parameter is shown in Fig. 13. The

stabilization time in this study is defined as the time corresponding to

when the reflected shock displacement reaches 95% of the steady

detached distance. The results in Fig. 13 show that with the same

incident shock Mach number, the time required to reach steady

increases as the magnetic interaction parameter gets higher. When

magnetic interaction parameter is identical, the higher the incident

shock Mach number is, the shorter the stabilization time of the

reflected shock needs. Therefore, it could be challenging for MHD

experiments under the situation of the high- incident shock Mach

number test condition with a large magnetic interaction parameter, or

to be more serious, it will happen in certain cases in which the

correctness of the results cannot be guaranteed due to the inherent

disability of the experiment design, where the flowfield fails in

reaching steady.

To further obtain the general regularity, the stabilization time in

Fig. 13 is nondimensionalized, as shown in Fig. 14. The reference

time used here is the stabilization time of the corresponding incident

shockMach number in the absence ofmagnetic field, and the abscissa

is the magnetic interaction parameter that can reflect the magnetic

control effects. From Fig. 14, with the increase of the magnetic

Fig. 11 Comparison of the temperature distribution on the stagnation
line with or without magnetic field.

Fig. 12 Comparison of density distribution on the stagnation line with
or without magnetic field.

Fig. 13 Diagram of the relationship between stabilization time and the
magnetic interaction parameter (dimensional).

Fig. 14 Diagram of the relationship between the stabilization time and
the magnetic interaction parameter (dimensionless).
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interaction parameter, the dimensionless time of the bow shock
stabilization basically shows a linear increase. In the hypersonic
MHD tests, the obvious MHD effects require that Q is larger than
1. In this case, the time needed to establish the stability of the flow-
field is increased by about 10%.Meanwhile, the fitting relation of the
data in the present paper is also obtained as follows:

tsteady
tsteady−nonmag

� k0 ⋅Q� 1

where k0 � 0.093. Thus, based on the establishment time of the
flowfield in the absence of magnetic field, the characteristic time
required for the establishment of bow shock can be quickly evaluated
according to the magnetic interaction parameter.

V. Conclusions

The diffraction of an incident shock wave over a sphere under
different magnetic field intensities was calculated. The time histories
of the reflected shock displacement and the stagnation pressure are
presented, which reflects the delay of stabilization when magnetic
field was applied. The difference of density distribution along the
stagnation line between B0 � 0 and B0 � 8 T underMs � 13 dem-
onstrates a blocking effect caused by Lorentz force. The time needed
to establish the steady flows is displaced against the magnetic inter-
action parameter. The results show that the larger the magnetic
interaction parameter is, the longer the establishment time a steady
bow shock needs. Further, linear fitting is conducted for the calcu-
lated points to reflect the regularity, and the linear relationship shows
that the stabilization time could increases 46.7%whenQ � 5, which
challenges the impulsive facilities to have sufficient test times for
conducting MHD experiments. This study could provide guidance
for the design of hypersonic MHD experiments in shock tubes or
expansion tubes.
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