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ABSTRACT

We report a comparative study of theoretical and data-driven models for estimating forces from velocity data in the wake of three-
dimensional flows past a plate. The datasets with a range of angles of attack are calculated using the immersed boundary method. First, we
develop a theoretical model to estimate forces on a flat plate from cross-sectional velocity data in the far wake. This algebraic model incorpo-
rates the local momentum deficit and pressure variation. Second, we develop several data-driven models based on the convolutional neural
network (CNN) for force estimation by regarding the velocity field on a series of cross sections as images. In particular, we design three CNN
architectures for integrating physical information or attention mechanism, and use different training datasets for interpolation and extrapola-
tion tasks. The model performances indicate that the optimized CNN can identify important flow regions and learn empirical physical laws.
The theoretical and CNN models are assessed by multiple criteria. In general, both models are accurate (with errors less than 10%), robust,
and applicable to complex wake flows. The theoretical model is superior to the CNN model in terms of the completeness, cost, and interpret-
ability, and the CNN model with the appropriate training data and optimized CNN architecture has better description and accuracy.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0125374

I. INTRODUCTION

The wake of biological locomotion contains rich physical infor-
mation of a moving body.1,2 The velocity field in the far wake, similar
to the footprint, can be measured to infer aerodynamic forces exerted
on the moving body.3,4 Moreover, the investigation of the wake struc-
ture can guide the design of underwater vehicles, including the shape
optimization and performance improvement of the moving body with
machine learning.5,6

In recent decades, various theoretical models have been devel-
oped to estimate forces from the wake, revealing the relationship
between the force and local flow field.7–9 In particular, the rapid
development of machine learning and deep learning showed some
promising performance in flow analysis,10–13 providing new insight
into data-driven models for the force estimation.14–16

Although both theoretical and data-driven models are useful to
predict forces of a moving body, they are usually investigated sepa-
rately. A comprehensive assessment of two types of models is

necessary in the practical application.17,18 The flow past a plate is an
effective model problem in experimental and numerical studies.19–23

Thus, we develop both theoretical and data-driven models based on
cross-sectional data in the wake of a plate, and then analyze strengths
and weaknesses of these two models via a comparative study.

Estimating forces, such as lift and drag, from wake flow structures
is useful for experiments and practical applications by avoiding the
near-wall measurement with complex boundary conditions of a mov-
ing body. The flow field in the wake can be obtained using the particle
image velocimetry (PIV)24–28 and other measurement techniques. The
shedding three-dimensional vortical structure can be utilized to esti-
mate forces of the moving body by aerodynamic models based on local
velocity and vorticity fields.17,29,30 For the wake with discrete vortices,
a three-dimensional vortical structure can be simplified as a vortex
ring to calculate force from its vortical impulse.31 The vortex-force the-
ory and impulse theory reveal underlying physics between the force
and vortical structure.8,32 Kang et al.9 proposed the finite-domain
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impulse theory to estimate the unsteady aerodynamic force of the
body. Tong et al.22 developed the impulse theory based a discrete vor-
tex surface in the wake to estimate the thrust of a flapping plate.
Nonetheless, it is difficult to develop a simple model for predicting
aerodynamic forces based on three-dimensional vortical structures
with complex topology in real wake flows,17 which is an obstacle for
applying the structure-based models to practical problems.

In comparison, estimating lift and drag from the flow field mea-
sured in a cross section in the wake is much more convenient than
extracting the flow field within vortical structures in applications. First,
the Kutta–Joukowski (KJ) theorem was applied to estimate lift of a
moving body with the circulation calculated in the wake section,33,34

but the direct application of the two-dimensional KJ theorem can
underestimate the lift in three-dimensional flows.7,34 Wang et al.3 pro-
posed the wake-sectional KJ model to predict the time-averaged lift of
a flapping plate in three-dimensional flows. Second, the drag can be
modeled via the momentum change in two-dimensional flows.
Spedding and Hedenstr€om35 estimated the drag based on the velocity
data in a wake section in the experiment of a two-dimensional steady
flow past a flat plate. Olasek and Karczewski4 proposed a pressure
reconstruction based on the velocity data to reduce the error of drag
estimation for a two-dimensional airfoil. However, it is not straightfor-
ward to extend the two-dimensional models to three-dimensional
flows due to complex vortical structures.

Compared to theoretical models, various data-driven models36,37

emerge recently by applying machine learning to flow analysis.11 The
supervised learning has been applied to a range of flow problems with
neural network.37,38 The unsupervised learning, for example, genera-
tive adversarial network,39 can be applied to generate and reconstruct
the flow field.40 In particular, the convolutional neural network
(CNN) shows remarkable performance in image recognition,41–44 so
regarding the flow field as images is a natural choice in data-driven
models and flow analysis. The CNN has been applied to flow problems
such as the prediction of turbulent heat transfer and velocity fluctua-
tion,45,46 the super-resolution reconstruction from coarse flow data,47

and force estimations for two-dimensional flows past a plate, airfoil, or
cylinder.15,48–50

To improve the performance of data-driven models, physical
information can be introduced into the neural network, such as the
Mach number and the Reynolds number.48,49 In addition, the atten-
tion mechanism has been proven effective in image recognition by
focusing on the effective region of images.51–53

On the other hand, there still exists several challenges, for exam-
ple, the physical interpretability54,55 and generalization ability,50 for
data-driven modeling in fluid dynamics. Jagodinski et al.56 demon-
strated that the CNN is capable of uncovering the dynamically critical
region for predicting the intensity of ejections in a turbulent flow, but
the underlying physical laws remain unknown. The generalization
ability of supervised machine learning is affected by the disparity of
training and test data,18,50,57 causing the questionable performance for
data extrapolation tasks. Hasegawa et al.58 investigated the two-
dimensional flows around bluff bodies with various shapes using
CNN. They found that the neural network can predict unlearned flow
data given a proper training dataset, but the model adaption for differ-
ent flow configurations remains an open problem.

Therefore, although both theoretical and data-driven models
have moderate applications in fluid dynamics, significant challenges

still exist in practical problems. In the present study, we develop both
theoretical and data-driven models to estimate aerodynamic forces of
a moving body from the cross-sectional velocity data in the wake.
Then, we assess and compare two models with multiple criteria. The
comprehensive comparative study can shed light on the development
and selection of the most suitable model in flow applications.

The outline of this paper is as follows: In Sec. II, we describe the
numerical implementation for obtaining the velocity data in flows past
a plate. In Sec. III, we develop theoretical models based on velocity
data within an effective region in the wake section. In Sec. IV, we
develop several data-driven models based on different CNN architec-
tures. In Sec. V, we compare the theoretical and CNN models under
various criteria. Some conclusions are drawn in Sec. VI.

II. SIMULATION OVERVIEW
A. Plate kinematics

We carried out the direct numerical simulation (DNS) of three-
dimensional flows past a finite plate with the free-stream velocity U.
The plate has the chord length c and the fixed wing span b¼RAc with
the aspect ratio RA. The Reynolds number is defined by Re ¼ Uc=�
with the kinematic viscosity �. Figure 1 sketches the plate and the
Cartesian coordinate system with the streamwise x direction, spanwise
y direction, and vertical z direction. All variables and parameters in the
present study are non-dimensionalized by U and c.

We focus on the modeling of flows past a stationary plate below,
which is further extended to flows past a flapping plate and a
butterfly-like elliptical plate in Appendixes A and B, respectively.
Motivated by the investigation of flows past low-aspect-ratio
wings,8,19,20,22,59–61 we set Re¼ 300 and RA¼ 2 with a range of angles
of attack a ¼ f5�; 10�; 15�; 20�; 25�; 30�; 35� 40�g as listed in
Table I. The flow is steady for small a and has separation for a � 25�

with periodically shedding leading-edge vortices.

B. Immersed boundary method

The incompressible flow past a plate is governed by the
Navier–Stokes equations

@u
@t

þ u � ru ¼ �rpþ 1
Re

r2uþ f ; (1)

r � u ¼ 0; (2)

where u, p, and f denote the nondimensional velocity, pressure, and
external body force, respectively. The immersed boundary method
with the discrete stream function62 is applied to solve Eqs. (1) and (2).

FIG. 1. Schematic of the flow past a plate with the coordinate system O-xyz.
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The plate is described by Lagrangian marker points uniformly distributed
on the immersed boundary. The regularized delta function dh

63 is used to
interpolate and spread forces on Eulerian and Lagrangian points as

XM
j¼1

X
x

dh x � Xjð Þdh x � Xkð ÞðDsÞ2ðDxÞ3
� �

FL Xjð Þ

¼ Ub Xkð Þ � U� Xkð Þ
Dt

; (3)

and

f ðxÞ ¼
XM
j¼1

FL Xjð Þdh x � Xjð ÞðDsÞ2; (4)

where x and X are Eulerian and Lagrangian points, respectively; Ds
and Dx are Lagrangian and Eulerian grid spacings, respectively; f and
FL are the forces on Eulerian and Lagrangian points, respectively; Ub

and U� are specified and predicted velocities at k-th Lagrangian
points, respectively; and M is the total number of Lagrangian points
on the immersed boundary. The implementation detail and validation
of the immersed boundary method can be found in Refs. 60 and 62.

The streamwise force coefficient of the plate is

Cd ¼ Fd
1
2
qU2RAc

2
; (5)

where Fd is the total streamwise force exerted on the plate, and q is the
fluid density. From the DNS data, it is calculated by

CDNS
d ¼

XM
k¼1

FL;x Xkð ÞðDsÞ2

1
2
qU2RAc

2
; (6)

where FL;x denotes the x component of the force on Lagrangian
points.

The present simulation was conducted in a rectangular domain
of X 2 ½�14; 22� � ½�18; 18� � ½�18; 18�. The uniform inflow veloc-
ity is applied at the inlet, and the fixed pressure condition is prescribed
at the outlet. The slip-wall condition is specified at the other four
boundaries. The no-slip condition is used on the plate. The initial con-
dition is u ¼ ðU; 0; 0Þ in the entire domain. To achieve high spatial
resolution near the plate, a locally refined mesh with the minimum
spacing Dx ¼ 0:0125 around the immersed boundary and the maxi-
mum spacing Dx ¼ 0:4 is applied in the far field. The total number of
grid points is 12 � 106. The effectiveness of the present computational
domain and mesh spacing has been validated by the convergence test
in our previous studies22,61.

III. ESTIMATING FORCES FROM THEORETICAL
MODELS
A. Modeling based on surface integrals

The total force exerted on the plate is determined by the integral
of stresses32 as

F ¼ �
ð
@B
ð�pnþ sÞdS; (7)

where @B denotes the plate surface in Fig. 2 and

s ¼ lx� n (8)

denotes the shear stress with the dynamic viscosity l, vorticity
x ¼ r� u, and the unit surface normal n of the plate.

The fluid domain Vf around the plate @B is bounded by the outer
surface

R ¼
X6
i¼1

Si (9)

composed of six planes, where S1 and S2 are upstream and down-
stream surfaces, respectively, and S3 	 S6 are the other four surfaces
of Vf in Fig. 2. The momentum balance of the fluid can be written as

qa ¼ �rpþ lr2u; (10)

where a ¼ Du=Dt is the acceleration of the fluid, and the balance in
Vf has ð

Vf

qadV ¼
ð
Vf

ð�rpþ lr2uÞdV : (11)

Applying r2u ¼ rðr � uÞ � r� x with Eq. (2) and the divergence
theorem to the right-hand side of Eq. (11) yieldsð

Vf

qadV ¼
ð
@BþR

ð�pn� ln� xÞdS; (12)

where @B and R are the inner and outer surfaces of Vf, respectively.
Substituting Eq. (12) with Eq. (8) into Eq. (7), we can calculate

the force on the plate by

F ¼ �
ð
Vf

qadV þ
ð
R
ð�pnþ sÞdS: (13)

TABLE I. Parameters for the DNS of flows past a stationary plate. In the row of
“Separation,” “N” denotes the steady flow at small a and “Y” the separation flow at
large a.

Case 1 2 3 4 5 6 7 8

a ð�Þ 5 10 15 20 25 30 35 40
Separation N N N N Y Y Y Y

FIG. 2. The rectangular computational domain for the flow past a plate with six sur-
faces, where S1 is the upstream surface at x¼ xl and S2 is the downstream surface
at x¼ xr with the height h and width w. The red line denotes the plate bounded by
the surface @B.
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The viscous term s in Eq. (13) can be neglected for moderate and high
Re. In the present simulation with Re¼ 300, the contribution of s on
the total force is approximately 0.6%. Substituting the decomposition
of the fluid acceleration

a ¼ @u
@t

þr � ðuuÞ � uðr � uÞ (14)

with Eq. (2) into Eq. (13), we obtain the decomposition of the total
force on the plate

F ¼ Fu þ Fp þ Fm þ FB; (15)

where

Fu ¼ � @

@t

ð
Vf

qudV (16)

denotes the force contributed by the unsteady term,

Fp ¼
ð
R
ð�pnÞdS (17)

denotes the force contributed by the pressure,

Fm ¼
ð
R
ð�qn � uuÞdS (18)

denotes the force contributed by the change of the fluid momentum,
and

FB ¼
ð
@B
ð�qn � uuÞdS (19)

denotes the force contributed by the velocity on the plate.
In the present cases, the unsteady term Fu in Eq. (15) is neglected

for a steady flow and for estimating time-averaged forces in flows with
periodically shedding vortices in Vf. Moreover, we have FB ¼ 0 for the
stationary plate due to u ¼ 0 on @B and also have FB ¼ 0 for the flap-
ping plate and butterfly-like elliptical plate in Appendixes A and B due
to the opposite n on the top and bottom of the plate. Thus, we approx-
imate the streamwise force

Fx ¼ ex �
ð
S1þS2

ð�pnÞdSþ ex �
ð
R
ð�qn � uuÞdS; (20)

with the unit vector ex in the x direction.

B. Modeling of the pressure contribution

In former experimental studies, only the momentum integral Fm

was used to calculate drag for a flow past an airfoil,4,35 because the
pressure field is difficult to obtain from the experiential velocity data.
Thus, Fp in Eq. (15) is usually neglected for steady flows past a two-
dimensional airfoil with small a, for which Fm can approximate drag
force well in the far wake.35 The pressure reconstruction was intro-
duced to further reduce the drag estimation error in the experiment,4

and the maximum discrepancy is about 20%. For two-dimensional
flows past an elliptical cylinder, the pressure was calculated to improve
the estimation of the mean drag at large Re.64 However, we find that
the pressure contribution cannot be neglected for three-dimensional
unsteady flows in the present simulation, and it needs to be calculated
by the cross-sectional velocity field in our force modeling.

For the practical interest, it is crucial to choose an appropriate R
to calculate Fx in Eq. (20). Considering a sufficiently large R, the veloc-
ity on surfaces S3 	 S6 is close to the uniform inflow so that the sur-
face integral on these surfaces are neglected due to n � u ’ 0. The flow
is also approximated to be uniform on S1 with small xl in Fig. 2; then,
Eq. (20) becomes

Fx ¼
ð
S2

qðU2 � u2xÞdSþ
ð
S1

pdSþ
ð
S2

ð�pÞdS; (21)

where ux is the streamwise velocity.
The pressure contribution in Eq. (21) is modeled based on the

cross-sectional velocity data via Bernoulli’s equation32

pþ 1
2
qjuj2 ¼ C; (22)

where C is a constant for steady and inviscid potential flow. The value
of C has no effect on Fx in Eq. (21) for equal areas of S1 and S2, so we
take C¼ 0 for simplicity. Thus, Eq. (21) is approximated by

Fx ¼
ð
S2

qðU2 � u2xÞdSþ
1
2

ð
S2

qðjuj2 � U2ÞdS; (23)

which is only determined by the velocity field in a wake cross section
S2. Note that Eq. (22) can have a notable discrepancy in the near wake
of the plate with strong vortical flows.

C. Selection of the effective region

Figure 3(a) illustrates the modeling process using the flow past a
stationary plate with Re¼ 300, RA¼ 2, and a ¼ 30�. In this flow, vorti-
ces, identified by the Q-criterion,65 periodically shed off from the plate
into the wake. In Fig. 3(b), the cross-sectional contour of ux at x¼ 10 in
the far wake is dominated by the velocity defect profile in the central
region, which is referred to as the effective region Se for the major con-
tribution to Fx. In Fig. 3(c), the flow is almost uniform at jzj > 4.

According to Eq. (23), the large velocity defect in the effective
region determines Fx. Thus, we obtain a theoretical model to estimate
Fx based on velocity data in a wake cross section at x as

FxðxÞ ¼
ð
Se

qðU2 � u2xÞdSþ
1
2

ð
Se

qðjuj2 � U2ÞdS; (24)

where we define

SeðxÞ ¼ fðyðxÞ; zðxÞÞjuxðyðxÞ; zðxÞÞ < uthg; (25)

with a threshold uth < U . The estimation of Eq. (24) depends on the
choice of Se controlled by the value of uth, and we set uth¼ 0.99 similar
to the definition of the boundary layer thickness with 99% of the free-
stream velocity.

The theoretical model in Eq. (24) estimates the streamwise force
coefficient as

CM
d ðu; uth; xÞ ¼ Cmðu; uth; xÞ þ Cpðu; uth; xÞ; (26)

where the contribution from the momentum deficit is

Cm ¼

ð
Se

qðU2 � u2xÞdS
1
2
qU2RAc

2
; (27)

and the contribution from the pressure variation is

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 34, 111905 (2022); doi: 10.1063/5.0125374 34, 111905-4

Published under an exclusive license by AIP Publishing

D
ow

nloaded from
 http://pubs.aip.org/aip/pof/article-pdf/doi/10.1063/5.0125374/16575454/111905_1_online.pdf

https://scitation.org/journal/phf


Cp ¼
1
2

ð
Se

qðjuj2 � U2ÞdS
1
2
qU2RAc

2
: (28)

For a two-dimensional flow, Cm can contribute over 80% of the drag
force, and jCp=Cmj is usually less than 10%.4 For a three-dimensional
flow, Eq. (28) with juj2 ¼ u2x þ u2y þ u2z suggests CM

d ¼ Cm=2 and
Cp ¼ �Cm=2 for uy ¼ uz ¼ 0, indicating the significance of Cp in
force estimation for three-dimensional wake flows.

D. Assessment of theoretical models

Estimating forces on a moving body from its far wake has signifi-
cant practical interest in experimental studies and engineering applica-
tions.7,34,35 First, we split the whole wake into the near wake (x< 5),
far wake (5 
 x 
 15), and very far wake (x> 15) in the present sim-
ulation. Figure 3(a) shows that the distribution of cross-sectional
velocity data varies with x. Since Bernoulli’s equation can break down
in the near wake with small x, and the velocity can be largely dissipated
in the very far wake with large x, we estimate Fx based on the cross-
sectional velocity data using Eq. (26) in the far wake at 5 
 x 
 15.

As depicted in Figs. 3 and 4, the complexity of wake structures
grows with a for the flow past a stationary plate. For the present cases
with a 
 20� in Table I, we calculate Fx based on the velocity field at a
sufficiently large time t¼ 35 when the flow has reached the steady
state. For the cases with a � 25�, we approximate the time-averaged
force coefficient

CM
d ¼ 1

T

ð
CM
d ðuðtÞÞdt ’ CM

d ð�uÞ (29)

based on instantaneous flow fields during a period T with periodical
vortex shedding by a model

�u ¼ 1
T

ðtþT

t
uðsÞds (30)

based on the time-averaged velocity. We set T ’ 10 in Eq. (29) based
on the statistical stationary period of CDNS

d in the numerical simula-

tion. It is found that the discrepancy of CM
d ð�uÞ from CM

d is less than
5%, so the approximation Eq. (29) is used for the periodical flows and

the overline of CM
d is omitted below for clarity.

The theoretical model in Eq. (26) is assessed by the relative error

eðCM
d ðxÞÞ ¼ jCM

d ðxÞ � CDNS
d j

CDNS
d

(31)

FIG. 3. Wake structures in the flow past a stationary plate with Re¼ 300, RA¼ 2, and a ¼ 30� at t¼ 35. (a) Isosurface of Q¼ 0.02 and contours of ux on a series of cross
sections along x. (b) Contour of ux on the cross section at x¼ 10. (c) Profiles of ux along the z direction at y¼ 0 at different x.
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between CM
d from the model prediction and CDNS

d from DNS at x in
the wake, and the effect of pressure modification Cp in the model Eq.
(26) is evaluated. Figure 5 plots the estimations from Eq. (26) in the
far wake for the flow past a stationary plate with a ¼ 20� and
a ¼ 30�. The model Eq. (26) with the pressure modification predicts
Cd well in the far wake at 5 
 x 
 15 with eðCM

d ðxÞÞ generally less
than 10%. By contrast, the model in Eq. (27) without the pressure con-
tribution significantly overpredicts Cd. Note that Bernoulli’s equation
in Eq. (22) is not well satisfied in the near wake due to strong vortical

flows and in the very far wake due to the large viscous dissipation, so
eðCM

d ðxÞÞ is large for x< 5 and it grows with x for x> 15 (not shown).
The spatially mean error �e for force estimation in the far wake is

calculated by averaging eðCM
d ðxÞÞ over 50 equally distributed cross sec-

tions within 5 
 x 
 15. Table II lists �e for estimating Cd from
Eqs. (27) and (26) in the far wake. The mean error is less than 10% for
a 
 25� from the model in Eq. (26), and it generally grows with a due
to the increasing wake complexity. By contrast, estimating forces only
from the momentum deficit in Eq. (27) has large �e ¼ 77:4% 	 100:5%.
Table II shows that the maximum error from the model in Eq. (26) can
be well controlled in 25% in the wake within 5 
 x 
 15 for all eight
cases. The maximum error is located close to the two ends x¼ 5 and
x¼ 15 due to the breakdown of Bernoulli’s equation. Hence, the incor-
poration of the pressure contribution Eq. (28) in the theoretical model is
important for three-dimensional wake flows. In addition, we can esti-
mate forces only from ux in the cross section by setting uy ¼ uz ¼ 0 in
the theoretical model so that our model can be more applicable for prac-
tical applications. The relative error for the model dependent on ux only
slightly grows by 2% for the cases of the stationary plate.

IV. ESTIMATING FORCES FROM DATA-DRIVEN
MODELS
A. Building blocks of CNN

Compared with the theoretical model based on underlying phys-
ics, the data-driven model has more flexibility via automatically
extracting important information from input data. The CNN, for
example, the AlexNet,42 VGGNet,43 and ResNet,44 is widely used in
classification and regression problems. In particular, the CNN shows
remarkable performance in image recognition by efficiently processing
red-green-blue (RGB) images and learning latent image features. The
velocity field in a cross section in the present simulation can be
regarded as a RGB image, so the CNN can be effective to predict
forces, similar to extracting image features, based on velocity data.

A CNN consists of convolutional layers, pooling layers, fully con-
nected layers, and activation functions. The convolutional layer is the
core of CNN for extracting spatial features.41 The data in the convolu-
tional layer are expressed in the form of (C, H, and W), where C

FIG. 4. Isosurfaces of Q¼ 0.02 and contours of ux on y–z planes in the flow past
a stationary plate with Re¼ 300, RA¼ 2, and (a) a ¼ 5� and (b) a ¼ 40�.

FIG. 5. Comparison of theoretical models of CM
d in Eq. (26) and Cm in Eq. (27) based on wake cross-sectional velocity field along x with (a) a ¼ 20� and (b) a ¼ 30�. The

gray shade denotes 10% relative error. The dotted line denotes CDNS
d .
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denotes the number of channels, and H and W are the height and the
width of data, respectively. For the network input, the velocity has
three components with C¼ 3. To process the input data of a convolu-
tional layer, C kernels are utilized to extract features, generating C fea-
ture maps.

As sketched in Fig. 6, in the convolution operation ycon
¼ /ðxcon; kconÞ, the output ycon is generated by a convolutional func-
tion / of input xcon and kernel kcon. Here, xconðCin;Hin;WinÞ is three-
dimensional input data, with the subscript “in” for input quantities.
The kernel kconðCin;K;KÞ with Cin � K � K learning parameters
extracts a class of features from xcon and generates one feature map
yconð1;Hout ;CoutÞ, with the subscript “out” for output quantities and
K¼ 3 in our convolutional layers.43,44 The value of each element in
the feature map is calculated by

yconð1; j; kÞ ¼
XCin

c¼1

XK
p¼1

XK
q¼1

xconðc; jþ p; kþ qÞkconðc; p; qÞ; (32)

with 1 
 j 
 Hout and 1 
 k 
 Wout . In general, the number of chan-
nels increases and the feature map size decreases after the convolu-
tion42 with Cout > Cin, Hout < Hin, and Wout < Win, and the features
of input data can be effectively extracted layer by layer.

As sketched in Fig. 7, a typical building block in CNN is com-
posed of the convolutional layer, batch normalization (BN), and acti-
vation function. The BN accelerates and stabilizes training by
normalizing the layer inputs.66 The activation function ReLUðxÞ
¼ maxð0; xÞ increases nonlinear characteristics of the neural network
and avoids gradient vanishing in deep CNN.67

Furthermore, the residual building block44 is adopted in the pre-
sent CNN architecture. As sketched in Fig. 8, a shortcut connection is

added to the simple building block in Fig. 7, with the residual opera-
tion ycon ¼ ReLUðFðxcon;wconÞ þ xconÞ; where xcon; ycon, and wcon

are the input tensor, output tensor, and weight parameter of the block,
respectively. The residual operation can facilitate optimizing the net-
work and improving network performance with the depth.

In the CNN, the pooling layer for downsampling reduces the size
of feature maps and further extracts information through maximum
or average pooling. The fully connected layer in the last layer of CNN
obtains the prediction result.43,44 This layer is constructed by neurons
to extract data features with the linear transformation yfc ¼ wT

fcxfc
þ bfc, where xfc; yfc; wfc, and bfc are the input data, output data,
weight, and bias, respectively. The weight wfc has shape ðNin;NoutÞ,
and the bias bfc has shape ðNoutÞ,43 where Nin and Nout denote the
number of neurons in the input and output data, respectively. Both
learning parameters wfc and bfc in the network are updated in network
training.

B. CNN architectures

The present main CNN architecture is adapted from the
ResNet18, a typical setup of ResNet.44 Other typical CNN architec-
tures, for example, VGGNet43 and MobileNet,68 are also tested. We
find that the force prediction is not very sensitive to CNN architec-
tures. For the scale of the current dataset, we reduce the number of
convolutional layers in ResNet18 to avoid overfitting. The network
architecture is presented in Fig. 9. The network performance is depen-
dent on the input variables,69,70 and both the velocity and vorticity are
natural choices for network input from the physical point of view. In
the practical application, it is easier to obtain the velocity than the vor-
ticity, so we choose the velocity as the input. The velocity data uCNN is
extracted from a cross section in DNS with the spatial resolution H0

andW0 in the z and y directions, respectively.
The CNN has one basic block (see Fig. 7) and four residual blocks

(see Fig. 8), including nine convolutional layers. Table III lists that the
feature-map size of layers Conv 1 	 5 decreases and the number of

FIG. 6. Schematic of the convolution operation, including the input data xcon with
shape ðCin;Hin;WinÞ, the filter kconv with shape ðCin; K; KÞ, and the output data
ycon with shape ðCout ;Hout ;WoutÞ. FIG. 7. Schematic of the basic building block of the CNN architecture.

TABLE II. Relative errors of theoretical models of CM
d in Eq. (26) and Cm in Eq. (27) for estimating forces in the far wake (5 
 x 
 15) with various a. The average of �eðCM

d Þ
over all cases is 6.58%.

Case 1 2 3 4 5 6 7 8

a ð�Þ 5 10 15 20 25 30 35 40
CDNS
d 0.234 0.267 0.314 0.360 0.427 0.498 0.584 0.661

�eðCM
d Þ 2.5% 2.3% 2.6% 4.0% 7.7% 10.5% 11.7% 11.3%

�eðCmÞ 100.5% 94.2% 92.6% 92.2% 80.3% 72.3% 69.0% 77.4%
eðCM

d Þmax 6.2% 4.3% 5.5% 8.9% 15.9% 16.3% 20.5% 25.0%
eðCmÞmax 110.0% 103.8% 103.4% 109.6% 105.1% 103.8% 100.4% 120.8%
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channels increases with the network depth. For the last layer Conv5
with C5 ¼ 512, the global average pooling (GAP) is utilized to convert
three-dimensional data with the shape of ðC5; H5; andW5Þ in Conv5
to one-dimensional data in Layer6 with the shape of ðN6 ¼ N5Þ for
the baseline network. Then, we add another fully connected layer as
the middle layer to compress the data dimension and further extract
features in Layer7 with N7 ¼ 50. Finally, we use the last fully con-
nected layer to estimate the force coefficient CCNN

d from the CNN
model.

Being different from the image recognition, an appropriate incor-
poration of physical information can be crucial to improve the perfor-
mance of neural networks in fluid dynamics.48,71,72 First, we can add

critical flow parameters, such as the angle of attack of the plate, into
the CNN. The scalar a can be directly introduced into the fully con-
nected layer remote from the network output,49 for example, Layer6
with N6 ¼ C5 þ 1 in Fig. 9. Second, the force estimation in the theo-
retical model is mainly determined by the information in the local
effective region with large velocity gradient (see Fig. 3), so the CNN
model could achieve better performance by focusing on the local effec-
tive region. This inspires us to incorporate the attention module51,73

into the CNN, which can be effective to improve the CNN perfor-
mance in image classification and object detection.52,53

The attention mechanism can discover the crucial and irrelevant
spatial regions. Figure 10 sketches the architecture of the attention

FIG. 8. Schematic of the residual building block of the CNN architecture.

FIG. 9. Schematic of the CNN architecture. The input is three-dimensional velocity data uCNN with shape ð3;H0;W0Þ, and the output is the estimation of CCNN
d . The CNN

consists of one basic building block and four residual building blocks. Conv1 	Conv5 denote convolutional layers with the number C5 of channels of Conv5. Layer6 and
Layer7 denote fully connected layers with the numbers N6 and N7 of neurons. GAP denotes the global average pooling, and FC the fully connection. The physical information
a and attention module (the red part) are added into the network to improve the network performance. In the baseline network, the physical information a and attention module
are removed.

TABLE III. Feature-map size of the layers in Fig. 9.

Layer Conv1 Conv2 Conv3 Conv4 Conv5

Size ð64;H0;W0Þ ð64;H0;W0Þ ð128;H0=2;W0=2Þ ð256;H0=4;W0=4Þ ð512;H0=8;W0=8Þ
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module. This module is inserted after the convolution layer. Given the
input feature map Fconv in the CNN, the generated feature map

Fm
conv ¼ Fconv þ rðMðFconvÞÞ � Fconv (33)

is obtained, where MðFconvÞ is the spatial attention map generated by
several convolutional layers, � denotes the element-wise multiplica-
tion, and rðxÞ ¼ 1=ð1þ e�xÞ is the sigmoid function. The network
learns the spatial weight at different positions, so that it focuses on the
spatial position with large weights in subsequent feature learning. As
sketched in Fig. 9, we add the attention module after three convolu-
tional layers (Conv2–Conv4) in the improved CNN architecture,52,53

which can extract the most effective spatial information for force
estimation.

The performance of CNN is related to the network input and
architecture. For comparison, three types of CNN models are con-
structed and trained. As listed in Table IV, CNNðuÞ is a baseline CNN
model, in which only the velocity u is used to train the network (see
Fig. 9). In CNNðu; aÞ, a is an additional input to improve model per-
formance. In CNNðu; a; att:Þ, the attention module in Fig. 10 is inte-
grated with convolutional layers to further improve model
performance.

C. Training CNNmodels

The CNN models are constructed by training DNS data via
CNN. First, cross-sectional velocity data uCNN are collected in the
wake region at ½xmin; xmax� with an interval d¼ 0.02. For a DNS case,
the number of data samples is Nd ¼ ðxmax � xminÞ=d, where we set
xmin ¼ 1:0 and xmax ¼ 15 to cover near and far wakes with Nd¼ 700.
The spatial region SCNN 2 ½�4; 4� � ½�6; 2� of uCNN in the y–z plane
is selected to cover the effective spatial region with large velocity gradi-
ent, as shown in Fig. 3(b). Then, uCNN with the shape (201, 201) is

interpolated from X by the Shepard method.74 For eight DNS cases in
Table I, 5600 data samples are collected.

Second, the loss function

Loss ¼ 1
Nb

XNb

i¼1

ðCCNN
d;i � CDNS

d;i Þ2 (34)

is defined for training CNN, where Nb is the batch size of the training
data. For the ith training sample, CDNS

d;i is the force coefficient from
DNS, and CCNN

d;i is the predicted value from CNN.
Finally, the open-source library PyTorch75 is applied to train

CNN. The data uCNN are first resized to the shape of (H0, W0) for the
network input. In general, the performance of CNN models increases
with H0 and W0 for H0 ¼ W0 ¼ f64; 128; 201; 256; 320g, while the
computational cost also grows with the data size, so we set ðH0;W0Þ
¼ ð256; 256Þ by balancing the computational cost and prediction
accuracy. The network parameters, including kconv in convolutional
layers and wfc and bfc in fully connected layers, are initialized using the
robust method of.76 The gradient descent method is used to minimize
Loss in Eq. (34) and update network parameters for each iteration.
The gradient of network parameters is obtained by the chain rule38

and automatically computed in the PyTorch framework. The learning
rate is 0.002 initially, and it is reduced by a factor of five in every five
epochs. The total number of epochs and the batch size are set to be 25
and 32, respectively. The CNN is trained on a GPU (NVIDIA Tesla
K80) in about one hour. Figure 11 plots the variation of Loss in Eq.
(34) vs the epoch. The training loss decays from Oð10�1Þ and con-
verges to Oð10�4Þ, indicating effective network training.

D. Assessment of CNN models

A data-driven model is constructed by the training set and evalu-
ated by the validation set. In general, the data-driven model can be
assessed through the interpolation and extrapolation of training
data.50,57 We split the eight DNS cases in Table I into training and vali-
dation sets in terms of the angle of attack, which significantly influen-
ces the force and wake structures (see Fig. 4 and Table II). Table V lists
three dataset classifications for training and assessing CNN models. In
classification D1, the angle of attack aval in validation datasets is within
the range of the angle of attack atrain in training datasets, correspond-
ing to data interpolation. In classification D2, aval is outside of the

FIG. 10. Schematic of the architecture of spatial attention module. Given the input tensor Fconv, the module generates the attention mapMðFconvÞ and then obtains the output
tensor Fm

conv via element-wise multiplication.

TABLE IV. Types of CNN models.

Network type Input Attention module

CNN ðuÞ u No
CNN ðu; aÞ u; a No
CNN ðu; a; att:Þ u; a Yes

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 34, 111905 (2022); doi: 10.1063/5.0125374 34, 111905-9

Published under an exclusive license by AIP Publishing

D
ow

nloaded from
 http://pubs.aip.org/aip/pof/article-pdf/doi/10.1063/5.0125374/16575454/111905_1_online.pdf

https://scitation.org/journal/phf


range of atrain, as data extrapolation. Additionally, classification D3 is
used to study the effect of training data size on the CNN performance.

The CNNmodels are assessed by the relative error

eðavalÞ ¼ 1
Nval

XNval

i¼1

jCCNN
d;i ða ¼ avalÞ � CDNS

d;i ða ¼ avalÞj
CDNS
d;i ða ¼ avalÞ ; (35)

over the cases with aval in the validation set, where Nval is the num-
ber of cases with different aval; CDNS

d;i is the force coefficient calcu-
lated from DNS, and CCNN

d;i is predicted from CNN based on the
training set.

Based on data classification D1, we compare model performances
of CNNðuÞ, CNNðu; aÞ, and CNNðu; a; att:Þ for data interpolation.
As shown in Table VI, the average error of the baseline model
CNNðuÞ is 12.9%, larger than 6.58% of the theoretical model. The pre-
dictability of the model CNNðuÞ is further explained in Appendix C.
By introducing a into the model CNNðu; aÞ; eðavalÞ is significantly
reduced to 4.4%, superior to the theoretical model, so the incorpora-
tion of physical information can remarkably improve the model per-
formance.48,49 The introduction of the attention mechanism causes
CNNðu; a; att:Þ to focus on the effective spatial region for force pre-
diction, and eðavalÞ is further reduced. The incorporation of physical
information and attention mechanism in CNN models is further dis-
cussed in flows past a flapping plate in Appendix A.

The detailed comparison of the theoretical and CNN models is
presented in Fig. 12. The performance of the theoretical model
depends on the streamwise position, and it can only predict forces well

in the wake around 5 
 x 
 15. The force estimation of CNN models
is not sensitive to the position. The performance of the baseline model
CNNðuÞ is generally comparable with the theoretical model, and the
improved model CNNðu; a; att:Þ with the maximum eðavalÞ under
10% in the entire wake outperforms the theoretical model. Thus, the
data-driven model can be robust and effective with sufficiently large
training data covering a broad range of flow parameters.16,18

Based on data classification D2, we train the model with 15�


 atrain 
 30� and assess it with aval 
 10� and aval � 35� to investi-
gate the performance of CNN for data extrapolation. Table VI shows
eðavalÞ of three CNN models for four cases with different a. We find
that eðavalÞ of D2 is much larger than that of D1 for data interpolation.
The model CNNðuÞ has eðavalÞ > 10% for all cases. As discussed in
Appendix C, the baseline CNNmodel is not suitable for the extrapola-
tion task, and it can only work well with proper training dataset.15,50,58

In particular, eðavalÞ for a ¼ 5� is very large in both CNNðuÞ and
CNNðu; aÞ, due to the large difference between the velocity data of a ¼
5� and atrain in D2. The relatively small effective region for a ¼ 5� can
further increase eðavalÞ when the network does not focus on the effective
region. Compared with the model CNNðu; aÞ, the model CNN
ðu; a; att:Þ with the attention module greatly improves the model per-
formance for a ¼ 5� by reducing about 80% error and also slightly
improves the performance in other three cases. This improvement is fur-
ther explained with the visualization of CNN training in Appendix D.

The models are further compared in the case of a ¼ 40� in Fig. 13.
The baseline CNNðuÞ is only good at data interpolation cases. Although
it can identify that the data with a ¼ 40� is close to the learned data with
a ¼ 20� and 25�, the estimated value of Cd (green dash-dotted line) is
restricted to the values in the training set (green-shaded region). This is
a general weakness of the methods of supervised machine learn-
ing.11,15,50 Thus, if the value of Cd in the validation set is outside those in
the training set, CNNðuÞ can have large errors. If the model is trained
with the physical information a, the improved CNN can learn the trend
that Cd grows with a, so that the CNNðu; a; att:Þ is able to extrapolate
the estimated value from those in the training set and achieve much bet-
ter performance than that of the baseline CNNmodel.

Based on data classification D3, we examine the dependence of
CNN model performance on the size of learning data. In Table VI,
eðavalÞ for a ¼ 20� and a ¼ 25� from D3 is generally reduced by half
of each CNN model error from D1. The best force estimation of the
CNNðu; a; att:Þ has very small error eðavalÞ ¼ 2%. Hence, the estima-
tion of the CNN models can be further improved by training larger
datasets in practical applications.49,77

V. COMPARISON OF THEORETICAL
AND DATA-DRIVEN MODELS

Appropriate criteria are necessary to assess the model perfor-
mance of theoretical and data-driven models in practical application.
Pope78 proposed principal criteria to assess theoretical models for

TABLE V. Different data classifications of training and validation sets.

Data classification Training set Validation set

D1 atrain ¼ f5�; 10�; 35�; 40�g aval ¼ f15�; 20�; 25�; 30�g
D2 atrain ¼ f15�; 20�; 25�; 30�g aval ¼ f5�; 10�; 35�; 40�g
D3 atrain ¼ f5�; 10�; 15�; 30�; 35�; 40�g aval ¼ f20�; 25�g

FIG. 11. Training and validation losses vs epoch in the training of model CNNðuÞ
for data classification D1.
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turbulent flows. The performance of data-driven models is usually
assessed from the dimension of interpretability, generalization ability,
and accuracy.18,50

Based on the previous works, we use six criteria to compare theo-
retical and data-driven models in the present study.

1. Level of description. It characterizes the level of information of
physical quantities that a model can predict. The particular theo-
retical model in Eq. (26) can only predict drag, whereas the data-
driven model can predict both drag and lift simultaneously with
given necessary training data.49

2. Completeness. A model is complete if it is free from flow-
dependent specifications. The theoretical model in Eq. (26) is
complete except for the selection of Se, while the CNN model is
dependent on the particular dataset for model optimization.

3. Cost and ease of use. The algebraic model in Eq. (26) comes
from physical laws, and its cost in application is negligible. The
implementation of CNN models requires a moderate computa-
tional cost and the technical experience in using data-driven
models.

4. Range of applicability. It evaluates if a model is applicable to dif-
ferent flows. The theoretical model is only applicable to velocity
data in the far wake, while the CNNmodel can process data in the
whole wake and its requirement on data quality less demanding
than that of the theoretical model (see Appendix E). On the other
hand, the theoretical model can be applied to various flows, while
the application of the CNN model is highly dependent on the dif-
ference between training and testing datasets (see Appendix B).

5. Accuracy. The theoretical model in Eq. (26) is relatively accurate
(generally �e < 10%) for various flows. The accuracy of CNN
models depends on the training data. The data-driven model
trained by enough data with the same flow configuration for
model validation can be more accurate than the theoretical model.

6. Interpretability. The theoretical model can be well explained by
underlying physics; for example, the relation between the drag
and velocity defect is clear. The data-driven model appears to be
a black box, and the relation between the network input and out-
put is hard to be well interpreted by simple laws. However, in
some sense, we can identify the important spatial region deter-
mining the model output through visualization of CNN (see

FIG. 13. Comparison of the CNN models in Table IV and theoretical model in Eq.
(26) for estimating Cd in DNS case with a ¼ 40�. The gray shade denotes 10% rel-
ative error, and the green shade denotes the range of Cd in the training set.

FIG. 12. Comparison of the CNN models in Table IV and theoretical model in Eq.
(26) for estimating Cd in DNS case with a ¼ 30�. The gray shade denotes 10% rel-
ative error.

TABLE VI. Comparison of eðavalÞ for different CNN models and data classifications. In this comparison, we only consider velocity data in the far wake at 5 
 x 
 15 consistent
with the theoretical model.

D1 Model a ¼ 15� a ¼ 20� a ¼ 25� a ¼ 30� a ¼ f15�; 20�; 25�; 30�g
CNN ðuÞ 9.4% 9.2% 17.3% 16.0% 12.9%
CNN ðu; aÞ 2.5% 8.3% 3.9% 2.8% 4.4%

CNN ðu; a; att:Þ 1.4% 5.1% 4.2% 4.1% 3.7%
D2 Model a ¼ 5� a ¼ 10� a ¼ 35� a ¼ 40� a ¼ f5�; 10�; 35�; 40�g

CNN ðuÞ 68.3% 11.6% 11.4% 16.0% 28.7%
CNN ðu; aÞ 102.8% 10.0% 4.1% 7.2% 31.0%

CNN ðu; a; att:Þ 23.7% 7.0% 3.3% 6.2% 10.1%
D3 Model a ¼ 20� a ¼ 25� a ¼ f20�; 25�g

CNN ðuÞ 10.3% 7.3% 8.8%
CNN ðu; aÞ 6.3% 3.5% 4.9%

CNN ðu; a; att:Þ 2.0% 2.0% 2.0%
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Appendix D), and the network can also learn some empirical
laws such as the growth of drag with angle of attack.

For the present cases, the theoretical model is superior to the
data-driven model in terms of the completeness, cost, and interpret-
ability, and the data-driven model with appropriate training data and
optimized model architecture has better description and accuracy. The
applicability of the two types of models is generally fair and flow-
dependent.

VI. CONCLUSIONS

We develop and assess theoretical and data-driven models for
estimating forces from cross-sectional data in the wake of flows past a
plate. A series of datasets of three-dimensional flows past a flat plate
with a range of angles of attack are calculated using the immersed
boundary method. They are used for further model development and
validation.

First, we develop a theoretical model to estimate drag of a flat
plate based on the cross-sectional velocity data in the far wake. This
model of the streamwise force coefficient in Eq. (26) incorporates the
local momentum deficit and pressure variation. In the momentum
term in Eq. (27), the force contribution from the stress on the plate
surface is converted into a surface integral on a cross-sectional plane
downstream. This force contribution is dominated by the velocity
defect concentrated in an effective local region. In the pressure term in
Eq. (28), Bernoulli’s equation is used to calculate the pressure change
using velocity data. This contribution is usually ignored in former
two-dimensional studies and is important in the present three-
dimensional study. We assess the theoretical model in Eq. (26) using
eight DNS cases with different angles of attack in the far wake. The
spatially mean error is generally less than 10%.

Second, we develop several CNN models for force estimation by
regarding the velocity field in a cross section as a RGB image. To ana-
lyze the model performance, we design three CNN architectures for
integrating different physical mechanisms and three training datasets
for interpolation and extrapolation tasks. The baseline CNN architec-
ture is adapted from the ResNet. We introduce the physical informa-
tion, the angle of attack of the plate, into the CNN, so that the network
can learn hidden physical laws between the force and angle of attack
to improve the CNN performance. In addition, we add the attention
module to make the CNN focus on the effective region for force esti-
mation. For the data interpolation, the CNN model performs well.
The performance of the optimized CNNmodel is superior to the theo-
retical model and can be further increased by training larger datasets.
For the data extrapolation, the performance of the baseline model
CNNðuÞ is not satisfactory due to the difference between the training
and test datasets. The CNN performance can be improved in models
CNNðu; aÞ and CNNðu; a; att:Þ by incorporating physical informa-
tion into the network architecture.

The performances of the theoretical and data-driven models are
compared by multiple criteria. In the present cases, the algebraic
model in Eq. (26) is superior to the CNN model in terms of the com-
pleteness, cost, and interpretability, and the CNN model with appro-
priate training data and optimized network architecture has better
description and accuracy.

Although the discussion on modeling is mainly for the flow past
a stationary plate, Appendixes A and B demonstrate that both the pre-
sent theoretical and CNN models can be extended to more complex

flows past a moving body, and Appendix E shows that both models
are robust for moderate noisy or under-resolved data. In the future
work, the data-driven models are expected to be further informed by
theoretical models and generalized to various flow configurations79–81

and larger Re by utilizing data assimilation,13,82 transfer learning,83

and generating much larger training datasets.
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APPENDIX A: MODELING FOR THE WAKE
OF A FLAPPING PLATE

We extend the theoretical and CNN models to estimate thrust
in the flow past a flapping plate. The kinematics of the flapping
plate is described by

aðtÞ ¼ am cos ð2pftÞ (A1)

and

zcðtÞ ¼ A sin ð2pftÞ; (A2)

where aðtÞ denotes the time-varying angle of attack, am the pitching
amplitude, zcðtÞ the instantaneous vertical position of the plate cen-
ter, A the heaving amplitude, and f the flapping frequency.
Motivated by the investigation of flow past low-aspect-ratio flap-
ping wings,19,22,59 we conduct a series of DNS cases of the flow past
a flapping plate with Re¼ 200, RA¼ 1, A¼ 0.5, and varying f and
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am listed in Table VII. For Strouhal numbers St ¼ 2Af =U
¼ 0:6 	 0:8, the wake in the present simulations has two sets of
vortices.22,59,60,85

Note that the force exerted on the flapping plate is the thrust
with ux > U in the wake (see Fig. 14), instead of the drag on the
stationary plate with velocity defect [see Fig. 3(b)]. Accordingly, the
definition of Se in Eq. (25) is replaced by

SeðxÞ ¼ fðyðxÞ; zðxÞÞjuxðyðxÞ; zðxÞÞ > uthg; (A3)

with uth¼ 1.01 for the wake of a flapping plate. We apply the theo-
retical model in Eq. (26) to estimate the time-averaged thrust based
on the time-averaged cross-sectional data for 13 cases in Table VII.
The relative error �eðCM

d Þ is generally less than 10%, so the theoreti-
cal model is applicable to the wake of a flapping plate.

The data-driven model is also applied to the wake velocity data
of the flapping plate. Since the area of Se for the flapping plate is
larger than that for the stationary plate, the spatial region for CNN
training and validation is enlarged to SCNN 2 ½�8; 8� � ½�8; 8�. As
shown in Fig. 15, we split 13 DNS cases into training and validation
datasets as data interpolation. For the flapping plate, the flapping
frequency is another important factor affecting the CNN perfor-
mance, so we incorporate f, similar to a, into Layer6 in Fig. 9. Thus,

we have five CNN models listed in Table VIII. The CNN models
predict thrust well with relative errors generally less than 8%,
comparable to that of the theoretical model in Table VII. Since the
thrust is not linearly increased with a 2 ½15�; 45��, the prediction
improvement of CNNðu; aÞ is not as good as for cases of the sta-
tionary plate. On the other hand, the incorporation of f in the
model CNNðu; f Þ can improve the performance due to the
positive correlation between thrust and f. Since the attention
mechanism is effective to focus on a relatively small spatial region
illustrated in Fig. 14, the model CNNðu; a; f ; att:Þ shows the best
performance.

TABLE VII. Parameters for the DNS of flows past a flapping plate and relative errors �eðCM
d Þ of theoretical models for thrust estimation.

Case 1 2 3 4 5 6 7 8 9 10 11 12 13

f 0.6 0.6 0.6 0.7 0.7 0.7 0.8 0.8 0.8 0.65 0.65 0.75 0.75
am ð�Þ 30 15 45 15 30 45 15 30 45 22.5 37.5 22.5 37.5
St 0.6 0.6 0.6 0.7 0.7 0.7 0.8 0.8 0.8 0.65 0.65 0.75 0.75
�eðCM

d Þ 6.9% 8.2% 14.4% 5.2% 5.9% 8.1% 9.2% 8.8% 7.0% 4.7% 5.4% 8.0% 5.4%

FIG. 14. Contour of ux on the cross section at x¼ 10 for case 1 in Table VII.

FIG. 15. Parameter distribution of training set (red dots) and validation set (green
dots) for cases of flows past a flapping plate.

TABLE VIII. Comparison of eðavalÞ for different CNN models on the validation set.

Model Case 10 Case 11 Case 12 Case 13 Cases 10–13

CNN ðuÞ 5.4% 6.3% 9.3% 8.0% 7.2%
CNN ðu; aÞ 5.7% 5.9% 8.6% 7.6% 6.9%
CNN ðu; f Þ 7.7% 10.2% 5.0% 4.5% 6.8%
CNN ðu; a; f Þ 5.9% 8.5% 3.4% 2.3% 5.0%
CNN ðu; a; f ; att:Þ 5.2% 3.3% 4.5% 3.7% 4.1%
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APPENDIX B: MODELING FOR THEWAKE
OF A BUTTERFLY-LIKE ELLIPTICAL PLATE

We extend the theoretical and CNN models to a complex
wake for the flow past a butterfly-like elliptical plate.86,87 As
sketched in Fig. 16, the geometry of the elliptical plate is defined by
x2=a2 þ y2=b2 ¼ 1 with a ¼ 0:5c, b¼ c, and the maximum chord
length c. The plate can be folded along the wing root in the x–z
plane. The kinematics of the elliptical plate is characterized by

aðtÞ ¼ am 1� cos ð2pftÞ½ � (B1)

and

hðtÞ ¼ hm cos ð2pftÞ; (B2)

where aðtÞ denotes the instantaneous angle of attack of the wing
root, am the pitching amplitude, hðtÞ the instantaneous flapping
angle of the semi-elliptic wing, and hm the flapping amplitude. We
set Re¼ 200, f¼ 0.6, am ¼ 30�, and hm ¼ 30�. The wake vortical
structure in Fig. 17 illustrates much more complex wake topology
with interconnected structures than the ring-like structures for the
flow past a flat plate. This significant difference is used to test the
robustness of force models.

The theoretical model in Eq. (26) is directly applied to estimate
the time-averaged drag of the elliptical plate. It achieves excellent
performance with the error around 3.3% in the far wake with
5 
 x 
 15. The data-driven models developed from the flat-plate
data are also applied to the wake flow of the elliptical plate. As listed
in Table IX, we construct four CNN models based on different

training datasets and network architectures. We applied the warm
up strategy44 to stabilize the training process and avoid overfitting
from various training datasets. The learning rate is increased from 0
to 0.002 in the first training epoch, and then, it is decreased by a
factor of five in every five epochs. The model CNNðuÞ with training
data from the stationary plate has the maximum error about 20%.
The error is reduced to 10% with the increase in training data and
the optimization of network architectures.

The detailed model comparison is presented in Fig. 18. The
theoretical model predicts the drag well in the far wake with a
robust performance. The performance of the CNN model trained
by data of simpler flow cases is less satisfactory than that of the
model trained by the same type of flow data in Fig. 12. Therefore,
the performance of CNN models strongly depends on the range of
training data. The CNN model can generalize to unseen data only if
training data samples are sufficient and test data are not too far
from the training data.50

APPENDIX C: PROBABILITY INTERPRETATION
OF THE CNN MODEL

We explain the mechanism of the CNN model for estimating
forces from the viewpoint of a data classification task. The Bayesian
classifier, the probability PðcjxinÞ of a given class c conditioned on
the input data xin, is often used to classify the input data.88 For the

FIG. 16. Schematic of the flow past a butterfly-like elliptical plate with the angle of
attack a and flapping angle h.

FIG. 17. Isosurface of Q¼ 1 for the flow past a butterfly-like elliptical plate.

TABLE IX. Comparison of relative errors of theoretical and CNN models for estimat-
ing thrust of the flapping elliptical plate.

Model Training dataset �e

CNN ðuÞ Stationary plate 19.2%
CNN ðu; aÞ Stationary plate 16.8%
CNN ðu; a; att:Þ Stationary plate 14.8%
CNN ðuÞ Stationary plateþflapping plate 10.7%
CM
d � � � 3.3%

FIG. 18. Comparison of theoretical and CNN models for estimating thrust of the
flapping elliptical plate at different x. The gray shade denotes 20% relative error.
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dataset D1 in Table V, we regard the training set as four classes
labeled by ci with i ¼ 1; 2; 3; 4, corresponding to four a as illustrated
in Fig. 19. In the estimation of Cd from input image data xin, the
CNN model first learns PðcijxinÞ from the training set and then cal-
culates the output as

CCNN
d ðxinÞ ¼

Xi¼4

i¼1

PðcijxinÞCDNS
d ðciÞ;

Xi¼4

i¼1

PðcijxinÞ ¼ 1; (C1)

from the validation set, where CDNS
d ðciÞ is the force coefficient from

DNS in training data with label ci. Taking the training set in data
classification D1 for the stationary plate as an example, Eq. (C1)
with a random classifier PðcijxinÞ ¼ 0:25 has CCNN

d ðxinÞ ¼ 0:436,
and its relative error for the validation set is 18.7%. Training of the
baseline model CNNðuÞ generates more complex and appropriate
PðcijxinÞ than that of the random guess, so its relative error is
reduced to 12.9%.

In Fig. 19, estimating Cd from the model CNNðuÞ for the station-
ary plate in D1 in Table V is explained as the classification in Eq. (C1).
For example, the distributions of the CNN model output for the input
data with a ¼ 25� and a ¼ 30� are closer to the data in the learning
set with class labels c3 and c4. For xin with a ¼ 30�; Pðc3jxinÞ and
Pðc4jxinÞ are larger than Pðc1jxinÞ and Pðc2jxinÞ due to the similarity
of the datasets among a ¼ 30�; a ¼ 35�, and a ¼ 40�. Thus, the CNN
prediction for data with a ¼ 30� leans to the data values with labels c3
and c4. Moreover, Eq. (C1) and Fig. 19 imply that the model CNNðuÞ
has a limited data extrapolation capability due to the nature of classify-
ing known training data.

APPENDIX D: VISUALIZATION OF TRAINING CNN

We interrogate the CNN training process to explain different
performances of CNN models by visualizing some intermediate
steps.54,55 A typical case with a ¼ 5� from the validation set in clas-
sification D2 is chosen to visualize the middle convolutional layer.
Typical cross-sectional velocity data at x¼ 10, as a network input,
are shown on the leftmost of Fig. 20. First, we visualize the feature
map of intermediate convolutional layers in CNN.89 The convolu-
tional layer Conv5, as a representative one in the CNN architecture
in Fig. 9, is visualized. The composite feature map is obtained by
integrating C5 channels in Conv5 as

FIG. 19. Data of Cd in the training set (in black) and estimations of Cd from the
model CNNðuÞ and the validation set (in color) of D1 for the stationary plate, where
c1 	 c4 are labels of the four cases in the training set. The error bar denotes the
standard deviation. The dotted line denotes the modeling result from the random
classifier.

FIG. 20. Visualization of training CNN. The leftmost figure is the contour of ux at x¼ 10 for the flow past a stationary plate with a ¼ 5�. The upper right three figures are fea-
ture maps of Conv5 in the three CNN architectures listed in Table IV. The lower right three figures are heat maps obtained by the Grad-CAM.

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 34, 111905 (2022); doi: 10.1063/5.0125374 34, 111905-15

Published under an exclusive license by AIP Publishing

D
ow

nloaded from
 http://pubs.aip.org/aip/pof/article-pdf/doi/10.1063/5.0125374/16575454/111905_1_online.pdf

https://scitation.org/journal/phf


f Conv5ðj; kÞ ¼
XC5

i¼1

xconði; j; kÞ; (D1)

where xcon is the extracted feature in Conv5 for the given input
image. The normalized feature maps of f Conv5 within ½0; 1� from dif-
ferent CNN models are compared in Fig. 20. The feature map of the
improved CNN more focuses on the effective local region with large
velocity defect than that of the baseline CNN. Note that the feature
map is not symmetric owing to the asymmetry of convolutional
kernel for feature extraction.

Second, we visualize the network using the gradient-weighted
class activation mapping (Grad-CAM)90,91 to find the important
spatial location deciding the network output. In Grad-CAM, the
gradient of network output is back propagated into the last convo-
lutional layer to generate a localization heat map to highlight the
significant region for network prediction (see Ref. 91). In Fig. 20,
the heat map for CNNðuÞ is not localized, indicating that the

baseline CNN cannot utilize the most effective spatial information
to predict force. The heat map of CNNðu; a; att:Þ focuses on the
local region with the maximum response to make decision with the
attention mechanism, which improves model performance (see
Table VI).

APPENDIX E: MODEL PERFORMANCE FOR NOISY
OR UNDER-RESOLVED DATA

The theoretical and data-driven models work well on the DNS
data, but the data can be noisy or under-resolved in experimental
measurements and practical applications. These effects on the
model performance are studied below.

The noisy data un are generated from accurate data u by92,93

un 	 rruNð0; 1Þ; (E1)

where the noise-to-signal ratio r indicates the noise level, ru is the
standard deviation of u, and N(0, 1) is the normal distribution. The
synthetic data are

us ¼ uþ un: (E2)

We generate the synthetic velocity us ¼ ðus;x; us;y; us;zÞ with compo-
nents us;x; us;y , and us;z obtained from Eqs. (E1) and (E2). Figure 21
shows us;x in a cross section at x¼ 10 for the DNS case with a ¼
30� and different r.

We compare the theoretical and CNN models based on
synthetic velocity data us with different noise levels in Table X.

FIG. 21. Comparison of contours us;x of synthetic data with different noise levels at x¼ 10 for the flow past a stationary plate with a ¼ 30�.

TABLE X. Comparison of relative errors of theoretical and CNN models for estimat-
ing drag based on synthetic data with different noise levels for the flow past a station-
ary plate with a ¼ 30�.

Model r¼ 0 r ¼ 0:05 r ¼ 0:1 r ¼ 0:2 r ¼ 0:3 r ¼ 0:4

CM
d 10.7% 10.6% 10.6% 10.4% 13.2% 24.4%

CNN ðu; aÞ 2.8% 7.0% 4.7% 7.0% 1.1% 4.0%

FIG. 22. The comparison of ux with different mesh resolutions at x¼ 10 for the DNS case with a ¼ 30�.
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The relative error �eðCM
d Þ of the theoretical model grows with r

> 0:1 due to inaccurate identification of the effective region for force
calculation in Eq. (25). By contrast, the effect of noise on the perfor-
mance of CNN models (trained by data classification D1) is almost
negligible. Therefore, the CNN model can be more robust than the
theoretical model for predicting forces from noisy velocity data.

The under-resolved data are generated with different resolu-
tions from the DNS data by the linear interpolation. The resolution
of the data is in the shape of (H, W) with H ¼ W ¼ f256; 128;
64; 32; 16; 8g. The low-resolution velocity fields are shown in Fig.
22. As compared in Table XI, both models perform well with the
errors under 10% for under-resolved data, except for the theoretical
model for very coarse data with resolution 8� 8. In addition, the
model based on limited measurements94,95 and super-resolution
reconstruction40,96 can facilitate improving force estimation from
under-resolved flow data.
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