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A B S T R A C T   

Based on the dynamic zone flamelet model (DZFM), the turbulent combustion of the DLR supersonic combustor 
with a wedge-shaped flame holder is numerically studied by IDDES. The mixing-relevant flow structures, com-
bustion characteristics, and reaction paths were analyzed. The significant variation of flame modes, turbulence- 
chemistry interaction modes, and correlations between species (YOH) and mixture fraction suggests that applying 
a single flamelet for the whole physical space may introduce remarkable errors in describing the reacting states. 
Dynamically partitioning the flow field based on multiple zone division indices can effectively reduce conditional 
fluctuations and make the first-order closure assumption more valid. The results also demonstrate the necessity 
of a low-Re modification to DZFM, even for supersonic combustion.   

1. Introduction 

In recent decades, the scramjet has received extensive attention as 
one of the most promising engines for hypersonic vehicles. Due to its 
superiority in specific impulse, the scramjet shows excellent potential 
for long-range yet fast civil transport and repeatable round-trip flight for 
space exploration [1]. Ground testing for scramjet operating at high 
Mach flight conditions is challenging, and it is usually hard to achieve a 
long-period test. Moreover, considering the extremely high cost and the 
limited available measurement techniques, the flight experiments are 
unsuitable during the design stage of a scramjet. High-fidelity Compu-
tational Fluid Dynamics (CFD) modeling that can simulate extreme 
flight conditions is becoming one of the indispensable approaches in the 
fundamental study and concept design of scramjet engines [2-4]. 

However, resolving supersonic combustion is usually challenging 
because of the complex physics and the formidable computational cost 
[5]. Typically, there are strong shock waves and their complex in-
teractions with other flow patterns, such as boundary layer [6], shear 
layer [7,8], and vortexes [9]. Under such complex distortions, the modes 
of turbulence-chemistry interaction become highly heterogeneous and 
evolve rapidly in the combustor [10-12]. As a result, the combustion in 
scramjet engines is inherently unstable and contains a broad range of 
characteristic time and length scales, raising significant challenges for 
its modeling [13-15]. High-fidelity numerical methods, such as large 

eddy simulation (LES) or direct numerical simulation (DNS), are 
necessary to accurately capture the details of the combustion process 
and reveal the instability mechanism and mode transition of the su-
personic combustion [16-18]. However, in practical combustor design, 
LES simulations on grids with tens or hundreds of millions of cells un-
doubtedly require huge computational costs, especially for combustion 
models involving tens or even hundreds of elementary reactions. It is 
estimated that the direct integration (DI) of combustion chemistry 
takes>50% of the total modeling time [19]. There are two main ap-
proaches to relieving the computing load of resolving combustion 
chemistry. One is the direct acceleration methods, including the mech-
anism reduction techniques, such as DAC [20] and ISAT [21], and 
accelerating the direct integration of stiff reaction systems with the aid 
of GPU acceleration [22] or Artificial Neural Network (ANN) [23]. The 
alternative approach adopts the moment method based on conserved 
scalars, such as the variants of flamelet models [13,14] and the Condi-
tional Moment Closure (CMC) model [15,16]. The above models reduce 
the dimension of the manifold of reaction systems by transforming the 
status of reacting scalars to a distribution function in the multi- 
dimensional state space coordinated by the conserved scalars, e.g., 
mixture fraction and reaction progress variables. Using such models, the 
computational cost of combustion modeling assuming detailed mecha-
nisms with large numbers of species and stiff reactions can be reasonably 
and significantly reduced relative to that of the finite-rate models, such 
as PaSR [17] and EDC [18]. 
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The closure of nonlinear chemical source terms with high turbulent 
scalar fluctuations in supersonic combustion [24] has not been given 
sufficient attention by the combustion modeling community. Compared 
with subsonic combustion, the combustion within the scramjet bears a 
high-Re turbulent flow, where the Kolmogorov scale of the turbulence is 
comparable to or smaller than the scale of reaction zones. The pene-
tration of eddies into the flame front strengthens the coupling between 
turbulence and chemistry. More likely, the structures of the reaction 
zone within the flame are dominated by turbulent pulsation rather than 
by molecular diffusion, as in laminar flames [1]. Therefore, the capa-
bility of the flamelet model based on an ensemble of thin laminar 
flamelets for turbulent supersonic combustion is questionable. The 
conditional-moment-based models [25–28] adopt a similar flamelet 
concept, but the “flamelet” (conditional moment) is constructed based 
on the conditional averaged species transport equations and mapped in 
the conditional space. Therefore, their applications are not restricted by 
the thin flamelet assumption. To accurately close the chemical source 
term in the conditional space, it is necessary to have small fluctuations of 
reacting parameters, i.e., the mass fractions of species and enthalpy 
fluctuate mildly around their conditional means. For subsonic combus-
tion, a first-order closure model based on a single conditional variable 
(single conditioning) can give good predictions of the experiments [29]. 
However, for supersonic combustion, where the turbulence-chemistry 
interaction (TCI) modes vary significantly in the domain, the single 
conditioning can not guarantee the first-order closure model’s valida-
tion due to the weak correlations between the reacting scalars and the 
single conditioning variable. For this, two specific extensions to the 
singly-conditioning, first-order moment closure model are developed, i. 
e., (1) the double-conditioning model [30] to reduce the fluctuations of 
the reacting scalars deviating from the conditional means, especially for 
the non-premixed and premixed modes coexisting flame [31], and (2) 
the second-order closure [32] to directly diminish the error introduced 
in closing the conditionally averaged source terms. Although those 

extended models improve the accuracy in describing spatiotemporally 
varying TCI modes, they also increase the number of equations to be 
solved and complicate the closure of conditionally averaged terms, 
especially the higher-order moments, which still lack sufficient verifi-
cation from experiments or DNS data [33]. For the LES simulations 
implemented with detailed reaction mechanisms, using a double- 
conditioning or second-order moment model will significantly increase 
the computational cost and complexity, which is not suitable for appli-
cations in practical combustion devices. 

Following the concept of a flamelet-like model based on the condi-
tional moment, a zonal flamelet model has been proposed recently [34]. 
To reduce the conditional fluctuations, a zone division strategy is used 
by assuming that species and temperature fluctuations within each zone 
can be controlled to be small around the local conditional means. The 
zone is divided by flow variables rather than solely by coordinates, and 
therefore the TCI modes of the cells contained within each zone can be 
controlled to be similar by properly selecting the zone division indices. 
The dynamical zoning method weakens the statistical dependence of the 
local reacting states on space other than that which are embedded in the 
conditioning variables and realizes a strong correlation between the 
single conditioning scalar (e.g., mixture fraction) and conditioned 
reacting scalars, i.e., an accurate representation of the local reacting 
state by the zonal flamelet (the local distribution of conditional mo-
ments in the conditional space with each zone). Through dynamically 
updating the zone division to maintain a low conditional fluctuation 
level within each zone, the traditional singly-conditioning, first-order 
moment closure model becomes applicable for highly transient and 
high-Re supersonic combustion [35,36]. 

In this study, the dynamic zone flamelet model (DZFM) is coupled 
with the Improved Delayed Detached Eddy Simulation (IDDES) to ach-
ieve efficient yet accurate modeling of a model scramjet of DLR [37], 
which has been numerical investigated using flamelet [3,38] or finite- 
rate [38-40] models due to its abundant experimental data [37,41]. 

Nomenclature 

Dα mass diffusivity of the species α, m2 / s 
DT thermal diffusivity of the species α, m2 / s 
Da Damköhler number 
eQ transport term representing molecular diffusion, kg/s 
H̃t total absolute enthalpy, J/kg 
Ka Karlovitz number 
lη Kolmogorov space scale, m 
ṁfuel,mxied mass flow rate of fuel participating in reactions, kg/s 
ṁfuel,total total mass flow rate of fuel, kg/s 
Ma Mach number 
p average pressure, Pa 
QT conditionally averaged temperature, K 
Qα conditional means of species mass fractions 
Q′

α conditional fluctuation of species mass fractions 
R gas constant,J/(kg • mol)
t time, s 
T̃ average temperature, K 
ui velocity component in the ith direction, m/s 
xi Cartesian coordinate in the ith direction, m 
y transverse coordinate 
Yα mass fraction of species α 

Greek symbols 
δL laminar flame thickness, m 
ε dissipation rate of turbulence kinetic energy, m2 / s 
η sampling variable in the mixture fraction space 
ηmix mixing efficiency 

λ2 Lambda-2 vortex criterion,s− 2 

ν kinetic viscosity, m2 / s 
ξ̃ average mixture fraction 
̃ξ˝2 mixture fraction variance 
ξreact fuel mass fraction participating in reactions 
ξst stoichiometric mixture fraction 
ρ average density, kg/m3 

ρη conditionally averaged density, kg/m3 

τc chemical time scale, s 
τ̃ij shear-stress tensor,N/m2 

τt turbulent time scale, s 
τη Kolmogorov time scale, s 
χ scalar dissipation rate, m2 / s 
ΨT,j turbulent fluxes of enthalpy, J/(m•s) 
Ψξ,j turbulent fluxes of mixture fraction, kg/(m•s) 
ω vorticity 
ωα chemical reaction rate, kg/(m3 • s) 

Abbreviation 
Baro baroclinic torque term of vorticity transport equation 
Diff diffusion term of vorticity transport equation 
Dila dilatation term of vorticity transport equation 
DZFM dynamic zone flamelet model 
TCI turbulence-chemistry interaction 
TFI Takeno flame index 
IDDES Improved Delayed Detached Eddy Simulation 
VS vortex stretch term of vorticity transport equation  
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This study aims to verify the capability of DZFM in supersonic com-
bustion with the challenge of various flame modes ranging from diffu-
sion to premixed and complex turbulent-chemistry interaction (TCI) and 
to present a modification to DZFM in the low-Re condition. The nu-
merical results are compared with the measured data, and the mixing- 
relevant flow structures, flame modes, and turbulence-chemistry inter-
action (TCI) modes in the DLR model combustor are analyzed to validate 
the capability of DZFM. Finally, the necessity of a low-Re modification to 
DZFM even for supersonic combustion is demonstrated. 

2. Physical model and numerical method 

2.1. Governing equations and turbulent model 

The unsteady and three-dimensional compressible reactive Navier- 
Stokes equations are solved. All variables (ρ, ui, Ht , Yα, ξ̃) are decom-
posed into resolved Favre-average quantities f̃ and unresolved compo-
nents f ′ by a spatial filter in LES. The Favre-averaged equations for the 
transport of mass, momentum, energy, and species are given as follows, 

∂ρ
∂t

+
∂ρũj

∂xj
= 0 (1)  

∂ρũi

∂t
+

∂ρũjũi

∂xj
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−
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∂xj
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(

ρDα
∂ξ̃
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⃒
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⃒
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2
(5)  

H̃t = H̃ +
1
2
ũiũi (6)  

p = ρRT̃ (7)  

here t denotes the time, xi and ui are the Cartesian coordinate and ve-
locity component in the ith direction, respectively，ρ is the average 
density and p is the average pressure, H̃t is the total absolute enthalpy as 
the sum of the absolute enthalpy and the kinetic energy. Ỹα is the mass 
fraction of the species α, DT is the thermal diffusivity of the mixture, and 

Dα is the mixture-averaged mass diffusivity of the species α. ̃ξ and ̃ξ˝2 are 
the mixture fraction and its variance, a constant parameterCvar = 0.1 is 
suggested in ref. [42] and Δsgs is the filter width for subgrid. R = Ru/Wis 
the gas constant determined by the molar weight of the mixture W, the 
universal gas constant Ru = 8.314 J/(mol • K). 

To correctly resolve the boundary layer with an affordable mesh 
scale, Improved Delayed Detached Eddy Simulation (IDDES) [43] is 
applied, which models the wall boundary layer and the central flow 
regions with the one-equation Spalart-Allmaras RANS model and LES 
model, respectively [44]. The details of the turbulent model can be 
found in our previous study [35]. The chemistry of hydrogen-air com-
bustion is solved based on the detailed mechanism developed for su-
personic combustion by Jachimowski [45]. The thermodynamic and 
transport properties of the gas mixture are calculated using the chemical 
kinetics package-II [46] based on the NIST-JANAF thermochemical 
database [47] and a CHEMKIN-format transport database. The viscosity, 
specific heat, and conductivity are all assumed only depend on tem-
perature. The mixture-averaged viscosity and thermal conductivity are 

calculated using the modified Wilke’s law [48] and the combination 
averaging, respectively. Mixture-averaged mass diffusivities are calcu-
lated by Bird’s formula [49], where the mass conservation is achieved by 
setting the nitrogen as the inert gas. 

2.2. Turbulent combustion model 

The dynamic zone flamelet model (DZFM) [35], which is based on 
spatiotemporally varying flamelets within dynamically updated zones, 
is adopted to decouple the interaction between the chemical reaction 
and turbulence locally. The transportation of conditional means of 
species mass fractions calculated as Qα = 〈Yα|η = ξ(x, t), x ∈ zone〉 are 
resolved within each zone rather than the transport of Yα, where η is the 
sampling variable in the mixture fraction space. The instantaneous mass 
fraction is related to Qα as, Yα(x, t) = Qα(η = ξ(x, t), x ∈ zone, t ) +
Q′

α(x ∈ zone, t), where the conditional fluctuation Q′

α is defined as the 
deviation of instantaneous value from the conditional mean. Through 
dynamically aggregating the CFD cells for LES flow modeling into 
different zones according to their similarity in terms of appropriate zone 
division indices, e.g., mixture fraction (ξ), mixture fraction variance 
(ξ˝2), reaction progress variable (c), streamwise coordinate (z), and 
Mach number (Ma), a homogeneous reacting state in each zone can be 
assumed and hence achieving a strong correlation of the fluctuation of ξ 
and the fluctuation of Yα in each zone. And the strong correlation would 
lead to Q′

α ≈ 0, which avoids the approximate closure for terms related 
to Q′

α and improves the accuracy of the model consequently. It should be 
noted that the accuracy of DZFM relies on the choice of zone division 
indices, which may vary under different combustion conditions, and a 
general rule for zone division still needs further studies. 

Substituting the Yα(x, t) into the instantaneous species transport 
equation 

ρ ∂Yα

∂t
+ ρU→•∇Yα = ∇ • (ρD∇Yα)+ ρWα (8)  

it arrives, 

ρ ∂Qα

∂t
+ ρU→•∇Qα − ρD(∇ξ)2∂2Qα

∂η2 +
∂Qα

∂η

(

ρ ∂ξ
∂t

+ ρU→•∇ξ − ∇

• (ρD∇ξ)
)

+

(

ρ ∂Q′

α
∂t

+ ρU→•∇Q
′

α − ∇ • (ρD∇Q
′

α)

)

− ρD∇ξ

• ∇

(
∂Qα

∂η

)

− ρD∇2Qα

= ρWα (9)  

and combining with the conservation law of ξ, 

ρ ∂ξ
∂t

+ ρU→•∇ξ = ∇ • (ρD∇ξ) (10)  

then taking the conditional average on condition that 1) ξ(x, t) = η and 
2) within the zone x ∈ zone, the transport equation of Qα can be derived 
as [34], 

ρη
∂Qα

∂t
+〈ρuj|η〉zone

∂Qα

∂xj
+EZFM =ρη

Dα

Dξ
〈χ|η〉zone

∂2Qα

∂η2 + ρη

(
Dα

Dξ
− 1
)

Mη
∂Qα

∂η
+ ρη〈ωα|η〉

(11)  

where χ = (Dξ+
νsgs
Sct

) • (∇ξ)2 is the scalar dissipation, 〈•|η〉zone indicates a 
quantity conditioned on the mixture fraction within a zone, ρη = 〈ρ|η〉 is 
the conditionally averaged density, Mη=〈∇ • (ρDξ∇ξ)|η〉zone is the con-
ditional diffusion. The zone conditional mean of scalar dissipation rate, 
〈χ|η〉zone is closed using the Amplitude Mapping Closure (AMC) model 
[50]. The abbreviation EZFM = ey(Q

′

α)+eq(Qα) represents the terms 
related to the conditional fluctuation Q′

α and the macro-transport of Qα 
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by molecular diffusion. The first term can be neglected as Q′

α ≈ 0 under a 
proper zone division scheme. And the second term, 

eQ = 〈ρDα∇ξ • ∇(∂Qα/∂η)|η〉zone +〈∇ • (ρDα∇Qα)|η〉zone (12)  

is small for high-Re turbulent flow, whereρDi ~ Re− 1following the 
approximate analysis in [51], and is ignored in modeling supersonic 
combustion with DZFM [34,36] and commonly neglected in the studies 
using CMC [29,32,52]. This approximation is also adopted in this paper 
except in section 3.4, where the DZFM model is developed to consider 
the molecular diffusion effect under low-Re regions. 

Similar to the coarser grid used for conditional mean variables of the 
generic CMC model, the transport equation of Qα (Eq. (11)) is discretized 
and solved in dynamically divided zones defined by the ensemble of CFD 
cells and η space. The Operator Splitting method is applied to solve Eq. 
(11). A finite volume method is used to solve the convective part in the 
divided zones considering the irregular geometric shape and the random 
number of CFD cells within each flamelet zones. The micro-mixing and 
differential diffusion of Qα in the η space is solved by the finite difference 
method. The conditional FDF-weighted averaging method developed for 
high-resolution LES data [52,53] is used to estimate eQ. And finally, the 
conditionally averaged chemical reaction term 〈ωα|η〉 is closed by the 
first order approximation [51], 

〈ωα|η〉 = ωα(Qα,QT) (13)  

with the assumption of small local conditional fluctuations. The condi-
tionally averaged temperature QT is estimated with a historical statistics 
approach [36,52] rather than solving a conditional enthalpy equation 
with a series of unclosed conditional sub-models, therefore saving the 
computational cost. The flowchart of the solving process of flow and 
combustion is illustrated as shown in Fig. 1. At each time step, the cell- 
based data obtained by the flow solver are averaged over each zone and 
passed to the DZFM solver which solves equations of the conditional 
mean species and estimates conditionally mean temperature. The un-
conditional values of species mass fraction Ỹα, can be obtained from the 
integration of conditional species mass fraction stored in the local 
flamelet weighted by the β-function Probability Density Function (PDF), 

P(η) = β(ξ̃, ̃ξ˝2) which is a function of mixture fraction ̃ξ and its variance 
̃ξ˝2. 

2.3. OpenFOAM-Based solver 

The governing equations are solved using an OpenFOAM [55] based 
compressible reacting flow solver Amber, which has been validated in 
modeling supersonic combustion [34,36,56]. The convective fluxes at 
the surfaces are constructed by a second-order low-Mach-corrected 
hybrid KNP/central scheme [57], which can accurately resolve turbu-
lence away from shocks while maintaining stability near the disconti-
nuity. Total variation diminishing (TVD) limiter vanLeer [58] is used to 
interpolate the interface values. The temporal integration is realized by 
the second-order Crank-Nicholson scheme. 

2.4. Test case and computational setups 

The numerical setup of the DLR combustor and experimental con-
figurations are shown in Fig. 2. The air enters the combustor at Ma = 2 
through the entrance with a height of 50 mm and a width of 40 mm. The 
upper wall is divergent with a 3◦ angle after a distance of 60 mm behind 
the entrance. A wedge-shaped 32-mm-long and 6-mm-height strut was 
placed 35 mm downstream of the entrance as the flame stabilizer, where 
H2 is injected through a row of 15 holes on the base. The H2 orifices with 
the same diameter of 1.0 mm are equally distributed in the z-direction 
with a distance of 2.4 mm. The air is preheated with a H2-air burner, 
accelerated through a Laval nozzle and then enters the combustor at the 
static temperature T = 340K and pressure p = 0.1MPa. The composition 
of the vitiated air is YO2 = 0.232, YH2O = 0.032, and YN2 = 0.736. H2 is 
injected sonically with a temperature of 250 K and a pressure of 0.1 
MPa. The reader can refer to [37] for more details of the experiment. 

The numerical modeling is configured following the experiment. To 
alleviate the computational cost, one-fifth of the scramjet with only 
three injectors of the total fifteen in the experiment was included in the 

Fig. 1. The flowchart of the solving process of flow and combustion [54].  

Fig. 2. Numerical setup and schematic of the DLR combustor.  

Fig. 3. Grid system of the computational domain.  
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computational domain, whose spanwise direction is treated by the pe-
riodic boundary condition. The grid system dominated by high-quality 
hexahedral cells is generated with the Cartesian cut-cell method [59]. 
The transition zone near the central wedge is partially filled with 

tetrahedron or pyramid cells, as shown in Fig. 3. A local refinement is 
used near the wedge and central zone with a minimum cell size of 0.05 
mm and 0.15 mm, respectively. The boundary layer grid is filled with 15 
exponential expansion layers, which grow from a 5-μm initial prism 
layer to satisfy the non-dimensional wall distance of y+~O(1). The grid 
convergence was verified with three meshes containing 12.6 million 
(M1), 27.8 million (M2), and 40.9 million (M3) cells. The lower wall 
pressure under the frozen-chemistry condition and the center velocity 
for reacting flow are shown in Fig. 4. The results show that the medium 
and finest mesh give similar results with the relative discrepancy of 
0.95% and 6.75% for the wall pressure and center velocity, respectively. 
Overall, the results obtained with medium and fine mesh are closer to 
the experiment data [41] and comparable to the numerical results from 
Oevermann et al. [3], Cao et al. [60], and Fuerby et al. [38]. In 
consideration of the computational cost, the medium-size mesh is used 
for the modelings if not otherwise specified. The simulation ran on 
Tianjin (TH-HPC4) cluster using 360 processors with a base frequency of 
2.6 GHZ. The time step varied under the limitations of a maximum 
Courant number of 0.5 and a maximum time step of 5 × 10− 8 s. The 
flow-through time (FTT) is 0.41 ms, which is estimated based on the 
length of the combustor (0.3 m) and the flow speed of the vitiated air 
(730 m/s). The modeling using the finest mesh takes about 91,000 CPU 
hours to ensure 5 FTTs for sampling and data statistics. 

3. Results and discussions 

3.1. Model validation 

Fig. 5(a) shows the comparison between the experimental [37] and 
numerical (|∇ρ|) schlieren under the frozen-chemistry condition. The 
modeling results well reproduced the complex wave structure observed 
in the experiment, including the two oblique shock waves formed due to 
compression by the central wedge and the subsequent wave system due 
to transmission through the central jet and reflection between the upper 
and lower walls. The expansion and compression waves formed at the 
tail of the wedge were also well reproduced. In addition, shear layers are 
formed between the high-speed hydrogen flow ejected from the central 
orifice and the low-speed wake flow of the wedge and evolve into a 
series of vortex structures due to K-H (Kelvin-Helmholtz) instability. 
Furthermore, the current modeling well captured the interaction be-
tween reflected oblique shocks and the central sheer layers, which dis-
torts the K-H vortex into larger structures, as observed in the 
experiment. There are another two incident shocks in the experiment, 

Fig. 4. Grid independence study based on (a) lower wall pressure under the 
frozen-chemistry condition and (b) centerline velocity for reacting flow. 

Fig. 5. Comparisons of (a) schlieren and (b) velocity profiles between numerical and experimental results under frozen chemistry.  

Z. Zhang et al.                                                                                                                                                                                                                                   



Fuel 347 (2023) 128502

6

except the reflected shocks form the tip of the wedge, which leads to 
more complex wave structures through reflecting with walls and inter-
action between shock waves. The non-uniform inflow induced by the 
attached nozzle should be blamed for the difference in the incident 
shocks, as suggested by the comparative study of different boundary 
conditions from Potturi and Edwards [61]. 

The distributions of average velocity at different streamwise loca-
tions are qualitatively compared in Fig. 5 (b). The modeling results 
reasonably agree with the experimental data, especially in the down-
stream region. Near the hydrogen jet and the wake interaction zone (x =
11 mm), the mean velocity drops significantly at the center as the sonic 
hydrogen injection is mixed with low-velocity recirculation flow formed 
behind the wedge. The lower-velocity region owing to the larger recir-
culation bubble is predicted in the current modeling and in the modeling 
by Oevermann et al. [3] and Fureby et al. [38] and some other numerical 
studies [62,63]. The discrepancy may be introduced by simplifying 
hydrogen injectors from 15 to 3 with periodic boundary conditions in 
the spanwise direction, which alters the flow in the wake of the wedge 
[64]. 

Fig. 6 (a) compares the flow structure presented by the experimental 
and numerical schlieren for the reacting case and the flame structure 
contoured by the OH distribution between the OH-PLIF and numerical 
result. The main features of the flow structure in the experiment are well 
captured. The thermal expansion due to the combustion heat release 
affects the flow field downstream of the wedge. The recirculation flow 
and shear layers developed from the wedge tail are enhanced compared 
to the nonreacting case. With the growth of the shear layer, the 
expansion fan induced at the corner of the wedge weakens gradually, 
and consequently, the oblique shock wave formed by the convergence of 
shear layers disappears. In addition, the oblique shock wave reflected by 
walls is further reflected after contacting shear layers in the central re-
gion, while the wave is transmitted and further reflected from the up and 
bottom wall in the frozen-chemistry case. From the OH distribution, the 
lift-off phenomenon of the flame anchored by the wedge is predicted by 

the current modeling based on the zone flamelet concept. Compared to 
the experiment, OH is distributed in a slightly narrower yet longer space. 
The disturbance of reflected shock waves on the flame and shear layers 
observed in the experimental schlieren should be the principal reason 
for the discrepancy. Moreover the neglect of molecular diffusion terms 
can also be blamed, as discussed in section 3.4. 

Comparisons between the calculated profiles of mean velocity and 
temperature and the measured data at three downstream locations are 
shown in Fig. 6 (b). It can be found that present simulations have a 
reasonable agreement with the experimental data and are similar to 
other numerical results [3,38,39]. Near the hydrogen jet, both model-
ings well predicted a wide “W” type velocity distribution due to the 
expansion of the recirculation zone. At the second location, the low- 
velocity region in the center is narrow compared with the measured 
data, which was also found in the other presented simulations. At the 
locations far from the injection (x = 90 mm), the flat velocity distribu-
tion due to turbulent mixing is well captured by all the modelings. For 
the mean temperature, the predictions near the tail of the wedge (x = 11 
mm) of the current and other studies match well with the measurement, 
except the result given by [38] slightly overpredicted the lift-off distance 
of the flame. In the middle of the combustion chamber (x = 58 mm), the 
predicted mean temperature profile shows a double-peak structure 
consistent with the thin split flame sheets in Fig. 5 (a). The flame sheets 
have been merged near the combustor exit (x = 166 mm), resulting in a 
single peak temperature profile as observed experimentally. The com-
parison shows that the modeling by Oevermann [3] with the RANS 
method predicted a much more distributed flame structure than other 
LES simulations by Zhang et al.[39] and Fureby. Moreover, the agree-
ments of all the presented LES results are overall good. Considering the 
difference in sub-grid model, turbulent combustion models, and com-
bustion chemistry adopted in these LES studies, such a variety of pre-
dictions can be expected. 

Fig. 6. Comparisons of (a) schlieren contoured by OH distribution and (b) profiles of velocity and temperature at various locations under combustion.  
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3.2. Flow and mixing analysis 

Fig. 7 shows the vortex structure and mixture fraction (ξ) distribution 
in the wake region of the wedge under frozen chemistry. From Fig. 7 (a), 
the two shear layers developed from the base of the wedge are rolled up 
due to K-H instability and interact with the asymmetric oblique shock 
train to form large-scale vortexes, which then shred in the form of small- 
scale disordered vortexes under the second instability. The above flow 
instability process controls the mixing between the hydrogen-enriched 
wake flow and the ambient air. As shown in Fig. 7 (b), the mixing of 
hydrogen and air is mainly controlled by the entrainment of large-scale 
spanwise vortices near the wedge (x = 20 ~ 40 mm), where the mixture 

fraction decreases rapidly, but most of the region is still under a fuel-rich 
condition. The shedding from downstream (x > 60 mm) strengthens the 
streamwise vortexes and enhances the small-scale mixing, as indicated 
by the much more homogeneous spatial distribution of mixture fraction. 

Fig. 8 shows the evolution of vortex structure and mixture fraction in 
the wake region for the combustion case. For the combustion case, the 
mixing is affected by not only the shear instability but also the heat 
imposition. The volumetric expansion due to heat release causes wider 
shear layers and a larger wake region but also constrains the develop-
ment of quasi-two-dimensional large-scale spanwise vortices. The bar-
oclinic effect between the reacting shear layer induces randomly 
oriented small vortexes in the jet wake region behind the wedge. 

Fig. 7. (a) The vortex structure manifested by the isosurface of λ2 = − 1e8 s− 2 overlapped on numerical schlieren and colored by vorticity magnitude, and (b) 
contours of mixture fraction (ξ) with streamlines on x-slices at different locations for cold flow. 

Fig. 8. (a) Isosurface of λ2 = − 1e8 s− 2 colored by vorticity and numerical schlieren overlaid by YOH contour, (b) contours of mixture fraction overlaid by streamlines 
on the x-slices (solid yellow lines denote YOH = 0.005). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of 
this article.) 
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Two small-scale vortex streets adjacent to the central vortexes are 
formed along the shear layers from the boundary layer separation point 
on the inclined surface of the wedge. The vorticity magnitude of two 
vortex streets increases as transferred downstream, leading to a more 
intense interaction with the flame. Such interaction rolls up and merges 
the flame sheet, which finally transforms into a pulsating and inter-
mittent pattern. From Fig. 8 (b), the mixture fraction at the corre-
sponding location is higher than that in the frozen-chemistry case. The 
hydrogen-rich wake flow is stirred by relatively small vortexes inside 
the flame sheets denoted by YOH = 0.05, leading to a more homogeneous 
mixture downstream. 

A further analysis to identify the mechanisms of mixing can be 
conducted by looking at the compressible vorticity transport equation: 

Dω
Dt

= (ω⋅∇)−
⏟̅̅̅̅ ⏞⏞̅̅̅̅ ⏟

vs

ω(∇⋅u)+
⏟̅̅̅̅̅⏞⏞̅̅̅̅̅⏟

vs

(∇ρ ×∇ρ)/ρ2
⏟̅̅̅̅̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅̅̅̅̅⏟

Baro

+ v∇2ω⏟̅̅⏞⏞̅̅⏟
Diff

(14) 

The terms on the right-hand side represent the four main physical 
mechanisms that contributed to the vorticity evolution through vortex 
stretch VS, dilatation Dila, baroclinic torque Baro, and diffusion Diff, 
respectively. To have an insight on the effects of different terms on 
vorticity evolution, the transport index obtained through the inner 
product between the original transport term and the unit vector along 
vorticity (eg. dila = (ω/‖ω‖) • Dila) are shown in Fig. 9. In both the 
reacting and chemistry-frozen cases, the vortex stretch and dilatation 
play an important role of vorticity transport and evolution of vortices. In 
the reacting case, the heat release leads to volume expansion of the 
upstream region near the strut, which weakens the positive effect of 
vortex stretch and strengthens the negative effect of dilatation on 

vorticity and depresses the large-scale spanwise vortex behind the strut 
as that in the non-reacting case. Meanwhile, the vorticity magnitude of 
two vortex streets along the flame surface increases because of the 
amplification of baroclinic torque due to misalignment between the 
density gradient and the pressure gradient across the flame, as shown in 

Fig. 9. Contours of transport index (vs, baro, dila, diff) of vorticity for combustion and frozen-chemistry cases.  

Fig. 10. Streamwise variation of mixing efficiency and contours of ξst = 0.028 
(inset) for the frozen-chemistry and combustion cases. 
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Fig. 8. The diffusion term diff represents the effect of viscosity is much 
lower than others, which reduces vorticity through diffusion and dissi-
pation, especially in the reacting case. 

To quantitatively analyze the effect of heat release on the mixing, the 
streamwise variation of mixing efficiency (ηmix) in the frozen-chemistry 
and combustion cases are compared in Fig. 10. The mixing efficiency 
averaged over n sampling time steps is calculated as [65], 

ηmix =
1
n

∑

n

ṁfuel,mxied

ṁfuel, total
=

1
n

∑

n

∫
(ρuξreact) • dA
∫
(ρuξ) • dA

(15)  

where YH2 is the hydrogen mass fraction, and ξreact is defined as the mass 
fraction of the least available reactant (fuel or oxygen depending on the 
global equivalence ratio) that would react if a complete reaction took 
place without further mixing.. When the local mixture fraction is lower 
than the stoichiometric mixture fraction ξst, it is considered that ξreact =

ξ, otherwise ξreact = ξst(1 − ξ)/(1 − ξst). From Fig. 10, ηmix increases 
rapidly near the end of the wedge, where hydrogen is quickly mixed 
with the surrounding air with the aid of the strong shear flow and the 
recirculation zone. The larger recirculation zone in the combustion case 
causes better near-field mixing, where the mixing efficiency increases 
faster than that in the frozen-chemistry case. After the recirculation 
zone, the entrainment of air by the large-scale spanwise vortexes makes 
the mixing efficiency in the frozen-chemistry case supersede that in the 
combustion case, while the underdevelopment of large-scale vortexes 
inhibits the rise of mixing efficiency in the combustion case. It can be 
considered that the convective transport of the large-scale spanwise 
vortexes disperses the fuel rapidly and therefore dominates the mixing 
efficiency, while the turbulent diffusion enhanced by the small-scale 
vortexes is vital for homogenous mixing between fuel and oxygen 
indicated by a homogeneous and low distribution of mixture fraction in 
the downstream region as shown in Fig. 7 and Fig. 8. The baroclinic 

torque and thermal expansion due to heat release in reacting flow induce 
more diffusive small vortexes but suppress the formation of large-scale 
vortexes in the plume [66], resulting in a longer mixing distance for 
the combustion case. The inset in Fig. 10 illustrates the tortuous and 
broken contours of ξst = 0.028 due to large-scale vortex which 
enhancing the mixing process, especially for the frozen flow. 

3.3. Premixed flame mode and TCI mode 

Fig. 11 shows the contours of flame temperature and species on the 
central z-slice and the distribution of flame mode based on improved TFI 
(Takeno flame index) [67]. In addition to distinguishing the premixing 
and diffusion modes by the diffusion direction (concentration gradient) 
between oxygen and fuel, the improved TFI also defines the rich and 
lean region according to the stoichiometric mixture fraction as, 

TFI =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(
ξ − ξst

|ξ − ξst|

)

•
1
2

(

1 +
∇YH2 • ∇YO2

|∇YH2 • ∇YO2|

)

(ξ ∕= ξst)

1
2

(

1 +
∇YH2 • ∇YO2

|∇YH2 • ∇YO2|

)

(ξ = ξst)

(16) 

According to Eq. (16), the flame with TFI>0.5 is in a rich premixed 
mode, and the one with TFI lower than − 0.5 is in a lean premixed mode, 
otherwise in a diffusion mode. From Fig. 11, the central hydrogen jet 
and the shear layer have a relatively low temperature and are in the rich 
and lean premixed modes, respectively. The rich premixed flame is 
formed by intensive near-field mixing by the recirculation zone, as 
illustrated in Fig. 10. The small-scale vortex street produces the lean 
premixed flame along the shear layers. The reaction paths sampled at 
several representative points are shown in Fig. 12. The heat release in 
the low-temperature premixed flame region is mainly contributed by 
low-activation-energy reactions H2 + O2 => HO2 + H and H + O2 + M 
=> HO2 + M. With the massive generation of HO2, H2O2 is generated via 
2HO2 => H2O2 + O2⋅H2O2 and HO2 further generate OH and H through 
chain branch reactions. The radicals OH and H generated in the low- 
temperature premixed flame region were transported into the high- 
temperature diffusion flame region to induce a thermal explosion of 
self-accelerating reactions. In the high-temperature reaction region be-
tween the low-temperature premixed regions, the reaction is dominated 
by chain branching reactions H2 + OH=>H2O + H and O + H2=>H +
OH, which consumes hydrogen and generates rich active radicals and 
H2O in the central diffusion flame region. Near the domain exit, local 
flame quenching due to weak reactions renders an intermittent flame 
pattern, as shown in Fig. 11. 

Fig. 13 (a) shows the distribution of the active intermediate OH 

Fig. 11. Contours of instantaneous flame temperature and species on the 
central z-slice overlaid with the TFI contour line of ± 0.5. 

Fig. 12. Reaction path diagram of hydrogen-air premixed flame (a) at low 
temperature and (b) at high temperature. 
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radical in the mixture fraction space. The significant difference in the 
YOH-ξ probed at different locations suggests that applying a single 
flamelet for the whole physical space may introduce remarkable errors 
in describing the reacting states in a supersonic flame. After grouping 

the sampling states in terms of the streamwise coordinate and Mach 
number, the scattering of YOH distribution within each group was 
significantly reduced. The strong correlations between the local reacting 
states denoted by YOH and mixture fraction within each subgroup 

Fig. 13. (a)YOH distributed in the mixture fraction space colored by x-coordinates and Mach number and (b) profiles of the conditional means of reactive scalars in 
different zones. 

Fig. 14. Borghi diagram of TCI modes colored by × coordinates.  
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validate the physical correctness of zone-based flamelet. Fig. 13 (b) 
shows the evolution of the conditional profiles of reactive scalars in 
different zones divided by x-coordinates, which indicates the variation 
of flame and TCI models in the physical space, as discussed above. 
Therefore, dynamically partitioning the flow field based on multiple 
zone division indices can capture the distribution of different reaction 
states of the flame, effectively reduce conditional fluctuations, and make 
the first-order closure assumption more valid. 

Fig. 14 quantitatively measures the turbulence-chemistry interaction 
modes by the Borghi diagram [68]. Damköhler number defined as Da =

τt/τc represents the ratio of the turbulent time scale τt = k/ε to the 
chemical time scale τc, which is determined as the reciprocal of CEMA 
(Chemical explosive mode analysis) index [69,70]. Karlovitz number is 
defined as τc/τη = δL

2/lη2 to weigh the chemical time scale to the Kol-
mogorov time scale τη = (ν/ε)1/2, and scale the laminar flame thickness 
δL to the Kolmogorov space scale lη. The Reynolds number Re are related 

to Da and Ka by Re (τt/τη)
2
= Da2 • Ka2. The above dimensionless 

parameters divide the flame into three TCI modes: flamelet mode (Ka <
1 and Da > 10), thin reaction mode (Ka < 100 and Da > 10), and slow 
chemistry mode (Da < 10). The statistical results show that the flamelet 
mode accounts for 56.4%, the thin reaction mode accounts for 28.9%, 
and the slow chemistry mode accounts for 14.7%. The flamelet mode is 
mainly in the reacting shear/mixing layer, where the temperature is 
high and reactions are active under near unity equivalence ratios. The 
thin reaction mode mainly exists in the downstream flame region, where 
the eddy scale is reduced to be comparable to the thickness of laminar 
flame, allowing them to penetrate into the reaction zone to thicken the 
flame front. The slow chemistry mode mainly locates in the low- 
temperature zone behind the wedge and near the exit, where the 
flame speed is lower than the turbulent pulsation velocity. 

3.4. Low-Re development of DZFM 

As shown in Fig. 14, there are considerable amounts of flame zones 
under relatively low Reynolds numbers, such as the flame immediately 
behind the wedge, where the assumption of small viscosity and diffusion 
coefficients for closure of Eq. (11) is invalid. Therefore, it is necessary to 
include the molecular diffusion terms (eQ) in the transport of Qα, i.e., the 
evolution of zone flamelets. The terms of eQ (Eq. (12)) have the effect of 
smoothing the flamelets in neighboring zones by molecular diffusion. 
Fig. 15 shows the instantaneous flame structures and time-averaged 
temperature with and without the model correction. After including 
eQ, the lift-off distance increases, and the split flame sheets in the two 
shear layers merge earlier. Meanwhile, the flame temperature increases 
in the center of the jet wake, albeit with a lower temperature in the shear 

Fig. 15. Results of (a) instantaneous flame structure and (b) mean flame 
temperature with..eQ 

Fig. 16. Comparisons of (a) time averaged mass-flux-weighted spatial-aver-
aged dila and vortex structure colored by mixture fraction (inset) and (b) 
mixing efficiency with and without the eQ correction. 
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layer near the wedge. Overall, the inclusion of eQ better reproduces the 
experiment. 

Fig. 16 compares the vortex structure and mixing efficiency with and 
without the eQ correction. The large-scale spanwise vortexes are 
observably enhanced near the base of the wedge with eQ. The mixture 
efficiency increases faster under the strengthened entrainment of the 
large-scale vortexes, which dominate the mixing, as pointed out before. 
To quantify the thermal expansion effect on vorticity, the time-averaged 
integration on the cross-section is calculated for the transport index 
dila = (ω/‖ω‖) • Dila with the equation 

dilax =
1
n
∑

n

∫
(ρu × dila) • dA
∫
(ρu) • dA

(17) 

As shown in Fig. 16 (a), for the DZFM with eQ correction the dilax are 
larger near the root of the flame, which indicts the weakening of the 
dilatation effect. The strengthened vortexes can be attributed to the 
downstream movement of the flame anchoring position when the sup-
pression of vorticity by thermal expansion weakens in the flame lift-off 
stage. The inclusion of eQ considers the inter-zone diffusion effect, which 
smoothes the local peak in flame temperature and forms a more 
distributed flame front in the low-Re flame base region. The subsequent 
mixing enhancement promotes the combustion consumption of the fuel 
and consequently increases the temperature in the center and down-
stream region, as shown in Fig. 15. The above improvement in capturing 
the flame structure makes it agree better with the experimental 
observation. 

4. Conclusions 

Based on the dynamic zone flamelet model (DZFM), the turbulent 
combustion in the DLR combustor is simulated with three-dimensional 
IDDES adopting a detailed hydrogen/air combustion mechanism. For 
the current examined supersonic jet flame, the convective transport of 
the large-scale spanwise vortexes dominates the mixing efficiency, while 
the turbulent diffusion enhanced by the small-scale vortices is vital for 
homogenous mixing between fuel and oxygen. The larger recirculation 
zone in the combustion case causes better near-field mixing, but the 
developed large-scale spanwise vortexes make the mixing efficiency in 
the frozen-chemistry case supersede that in the combustion case after 
the recirculation zone. Analysis based on improved TFI shows that the 
central hydrogen jet and the shear layer are in the rich and lean pre-
mixed modes, respectively. The intensive near-field mixing by the 
recirculation zone produces a rich premixed flame mode, and the small- 
scale vortex street produces the lean premixed flame along the shear 
layers. Reaction path analysis shows that the radicals OH and H gener-
ated from the low-activation-energy reactions in the low-temperature 
premixed flame region were transported into the high-temperature 
diffusion flame region to induce a thermal explosion of self- 
accelerating reactions. The significant difference in the YOH-ξ probed 
at different locations suggests that applying a single flamelet for the 
whole physical space may introduce remarkable errors in describing the 
reacting states in a supersonic flame. Dynamically partitioning the flow 
field based on multiple zone division indices can effectively reduce 
conditional fluctuations and make the first-order closure assumption 
more valid. The Borghi diagram shows that the flame zone consists of 
56.4% flamelet mode, 28.9% thin reaction zone mode, and 14.7% slow 
chemistry zone mode. The flamelet mode is mainly in the reacting 
shear/mixing layer, the thin reaction mode mainly exists in the down-
stream flame region, and the slow chemistry mode mainly locates in the 
low-temperature zone behind the wedge and near the exit. 

Considering the vast existence of low-Re regions even in a supersonic 
combustor, DZFM is modified to include the molecular diffusion effect. 
The inclusion of eQ considers the inter-zone diffusion effect, which 
smoothes the local peak in flame temperature and forms a more 
distributed flame front in the low-Re flame base region. The subsequent 

mixing enhancement promotes the combustion consumption of the fuel 
and a shorter flame length. The better agreement with the experimental 
observation suggests that the molecular diffusion may have a non- 
negligible effect even for supersonic flame anchored by a low Re num-
ber zone. 
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