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ABSTRACT

Particle collisions are mainly governed by the preferential concentration of inertia particles and the formation of fold caustics. By fold
caustics, we mean that relative velocity does not go smoothly to zero when the particle separations decrease due to inertia. Despite the
importance of the second-order relative velocity structure function, there has been relatively little experimental research on the formation of
caustics due to the high accuracy requirements for the particle relative velocity measurements. In the dissipation range, an obvious departure
between the second-order structure function of particles normalized by the square of the Kolmogorov velocity and the Kolmogorov turbulent
scaling of r2 was observed for all four experimental conditions. In the inertial range, the second-order structure function normalized by the
square of the Kolmogorov velocity was consistent with the scale form of r2=3 in all cases. The conditional second-order relative velocity struc-
ture function of particles in clusters differs from that of the arithmetically averaged particle statistics in both the dissipation range and the
inertial subrange. In the dissipation range, caustics are present for all categories of particles. In the inertial range, the scaling of the second-
order velocity structure function is almost identical for all categorized particle types.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0157869

I. INTRODUCTION

An understanding of turbulent dispersed particle dynamics is
fundamental in developing parameterizations and models of natural
and industrial applications. Such dynamics occur in aerosols and rain-
drop formation in terrestrial clouds, dust grain dynamics in astrophys-
ical environments, such as interstellar media, and turbulent spray
combustion in propulsion systems. The collisions of small particles
suspended in the turbulent flow have a profound influence on the set-
tling velocity, growth rate, and evaporation. Sundaram and Collins1

proposed the collision kernel model, which calculates the collision rate
of two particles per unit volume of fluid. This model requires the iner-
tial particle pair statistics of the radial distribution function (RDF)2 at
contact and the mean inward relative velocity along the line of the two
particle centers. The collision kernel is corrected by the RDF for non-
uniform spatial distributions of particles caused by clustering or pref-
erential concentration (i.e., when inertial particles accumulate in
regions of low vorticity and high strain rate3). The collision rate at
which the particles encounter each other is controlled by the inward

relative velocity. Thus, particle collisions are mainly governed by the
preferential concentration of inertia particles and the formation of fold
caustics, whereby very close particles exhibit large relative velocities.4

The first effect of preferential concentration suggests that inhomoge-
neous particle distributions will be created. Previous studies have pro-
vided fruitful information on the quantifications and underlying
mechanisms. Most research has focused on the quantification of the
clustering phenomenon.1,3,5–9 In addition, there have been several
investigations of the underlying clustering mechanisms.10–26 The sec-
ond effect is the formation of fold caustics, which enables very close
particles to exhibit large relative velocities. The studies of Falkovich
et al.,27 Falkovich and Pumir,28 and Wilkinson et al.29 have drawn
attention to the role played by caustics, which are finite-time singulari-
ties in the particle velocity field caused by inertial particles not exactly
following the fluid flow.30 Consequently, particles from different
flow regions, with different histories, may occupy the same position,
producing inertial particle velocity fields that do not require a single
value at the given point. This occurrence is also known as crossing
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trajectories31 or the sling effect.27,28 These studies have proved that
caustics can increase the collision rate significantly. Bec et al.4 stud-
ied the low-order velocity structure function of inertial particles in
the dissipation range and proved that the power coefficients are
functions of the Stokes number (St) through direct numerical simu-
lations. They found that the spatial dependence of the structure func-
tion completely disappeared when St> 7, implying the existence of
caustics. Bewley et al.32 developed a time-resolved three-dimensional
particle tracking velocimetry (PTV) method to observe both the sling
effect and crossing trajectories between particles. The particle posi-
tioning and pairing accuracy were improved based on the two-frame
holographic method by de Jong et al.,14 who presented the first mea-
surements of relative velocities among inertial particles in a homoge-
neous isotropic turbulent flow. Their results indicated excellent
agreement between experimental measurements and direct numeri-
cal simulations of the RDF, capturing the inertial clustering effect.12

Dou et al.33 studied the dependence of radial relative velocity on St
and the Taylor-scale Reynolds number Rek in isotropic turbulence
(246< Rek < 357) based on a four-frame planar PTV system. Yavuz
et al.34 reported the first ultra-high-resolution sub-Kolmogorov
(r/g � 0.2) RDF measurements of particles in isotropic turbulence
(155< Rek < 314) using a three-dimensional PTV technique and
explained the sub-Kolmogorov clustering phenomenon based on a
Stokes-flow description of two spheres, in which the mutual hydro-
dynamic interaction and perturbative small-inertia expansion govern
the small-scale dynamics.

To date, most experimental efforts have focused on the first-
order relative velocity statistics and the RDF or Voronoi quantification
of the particle preferential concentration. Despite the importance of
the second-order relative velocity structure function, there has been
relatively little experimental research on the formation of caustics due
to the high accuracy requirements of particle relative velocity measure-
ments. In addition, the coupling effects between preferential clustering
and the particle caustics formation have not been examined numeri-
cally or experimentally, because most numerical work depends on the
point particle assumption and the classic Maxey–Riley–Gatignol
(MRG) equation of motion.35–37 The derivation of the MRG equation
requires Rep to vanish so that different forces can be linearly super-
posed and the interparticle effects can be ignored.

As a means of targeting these two issues, and to provide experi-
mental evidence for the formation mechanism of caustics, this paper

reports high-resolution particle velocity measurements from the dissi-
pation range to the inertial subrange and provides a careful evaluation
of the second-order relative velocity structure functions. There are
indeed caustics in the dissipation range of the second-order velocity
structure function of the particles under two Stokes and Reynolds
numbers. By categorizing the particles into clusters and voids based on
Voronoi tessellation, we show for the first time that the conditional
statistics of the second-order relative velocity structures of particles in
clusters are low in kinetic energy and are different from the arithmeti-
cally averaged particle statistics in both the dissipation range and the
inertial subrange. The remainder of this paper is organized as follows.
The measurement techniques and the experimental apparatus are
introduced in Sec. II, and the results and discussion are detailed in Sec.
III. Finally, the conclusions to this study are given in Sec. IV.

II. EXPERIMENTAL SETUP

The experimental facility consists of an open chamber where
zero-mean-flow homogeneous and isotropic turbulence (HIT) is pro-
duced by eight woofers. The chamber is built within a cubic frame box
constructed by 1 m length aluminum profiles such that the open
chamber configuration provides good optical access. The eight woofers
are mounted on in particular, designed aluminum plates installed at
the eight corners of the cubic box, and point toward the center of the
box. The vibrations of the speaker membrane during operation induce
ambient air motions and uniform arrays of jets are produced by
mounting perforated PVC plates with 55 holes of diameter 6mm
arranged in a triangular mesh pattern on top of each woofer. The
experimental arrangement of the turbulence box with the eight
woofers is illustrated in Fig. 1(a). It should be noted that both the two-
dimensional particle image velocimetry (PIV) system and the three-
dimensional tomographic PIV are illustrated in Fig. 1(a). In the cur-
rent paper, only the two-dimensional measurement results are
reported. Homogeneity and isotropy are achieved with a volume of
approximately 50� 50� 50mm3 at the center of the box.38 The tur-
bulence box is located in a closed room equipped with an air purifier
to avoid contaminant interference. Supplemental frames are assembled
on top of the box to support particle screw feeders and a spray atom-
izer. Particles or droplets are fed by gravity toward the center of the
box. The intensity of the synthetic jets is directly relevant to the vibra-
tion of the speaker membrane, which is controlled by a sine wave volt-
age signal characterized by its frequency, amplitude, and phase. When

FIG. 1. (a) Setup of the droplet-laden homogeneous and isotropic turbulence experiment. (b) Sketch of the experimental setup.
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the frequency of the sine wave increases, the membranes vibrate faster.
The vibrations are enhanced when the amplitude of the sine wave
increases, and the phase of the sine wave determines the axial move-
ment direction of the speaker membrane. In our case, by controlling
the amplitude of the sine wave driving each woofer, the intensity of
the synthetic jets can be precisely controlled. The sine waves are gener-
ated by a 16-bit National Instruments analogue output card with eight
channels (PCI6733), controlled by a program developed in the
Labview environment. To provide a sufficient voltage to drive the
speakers, the power outputs of these sine waves are amplified by
Behringer Europower EP2500 audio stereo amplifiers. A particle image
velocimetry (PIV) system is used to measure the two-dimensional
fluid velocity. Before obtaining the measurements, the flow field is
seeded with tracer particles, which are assumed to follow the flow. In
our case, we use a fog generator to produce micrometer-sized particles.
The fog generator is located at one end of the room so that the turbu-
lence box can be homogeneously seeded with tracer droplets. The
measurement parameters are summarized in Table I. The air flow is
seeded with 3-lm organic oil drops as tracer particles produced by a
high-temperature particle generator. A dual-head Nd:YAG laser with
a wavelength of 532nm and a maximum energy of 200 mJ pulse�1

generates a laser beam that passes through a carefully designed lens
group and forms a laser sheet with a thickness of approximately 1mm.
A double-exposure ultra-high-resolution CCD camera (IMPERX ICL-
B6640, 12 bit) with an active sensor size of 6600� 4400 pixels2 is
equipped with a 180-mm lens to capture the particles in the measure-
ment domain with a digital image resolution of 12lm pixel�1. The
sampling frequency is 1Hz, and 1800 uncorrelated realizations are
recorded for each Rek (Reynolds number based on transverse Taylor
microscale kT). A state-of-the-art cross correlation algorithm with
window deformation and multi-resolution iterations39 is used for the
velocity field calculation. The interrogation window of the final pass is
32� 32 pixels2 with an overlap ratio of 75%. Therefore, the spatial res-
olution of the velocity field is 0.42mm (� 2g, where g is the
Kolmogorov length scale) with a vector spacing of 0.1mm (�0:5g),
which is considered to be appropriate for capturing fine-scale turbu-
lent flows without significant bias.40 As illustrated in Fig. 1(a), the hor-
izontal direction x1 and gravity direction x2 are defined in the
measurement plane, and the corresponding velocity components
are u1 and u2, respectively. The rms subscript of the velocities denotes
the corresponding root-mean-squared fluctuation intensities, and the

subscripts f and p denote fluid and discrete phase variables, respec-
tively. The present experiment considers two Rek cases by adjusting
the input voltage of the woofers. The basic HIT parameters for the two
Rek values are summarized in Table II. Zhu et al.38 have reported the
homogeneity and isotropy conditions of the present turbulent flows
and discussed path-history effect at small scales. The basic parameters
listed in Table II and their methods of evaluation have been described
by Frisch.41 For a given viscosity coefficient and dissipation rate, the
Kolmogorov length scale, velocity scale, and timescale of the minimum
vortex structure can be calculated from the following three equations:

g ¼ ð�3=eÞ1=4; (1)

ug ¼ ðe�Þ1=4; (2)

sg ¼ ð�=eÞ1=2: (3)

� is the kinematic viscosity of the carrier phase fluid. The dissipation
rate e is related to the velocity spatial gradient through the following
equation (two-dimensional form) in homogenous turbulence:

e ¼ 4�

��
@u1
@x1

� �2�
þ
�

@u2
@x2

� �2�
þ
�
@u1
@x1

@u2
@x2

�

þ 3
4

�
@u2
@x1

þ @u1
@x2

� �2��
: (4)

The ensemble-averaged turbulent kinetic energy q2 can be represented
by the following equation:

q2 ¼ hq2ðx; yÞi ¼
�
3� u1;rmsðx; yÞ2 þ u2;rmsðx; yÞ2

2

�
: (5)

The Taylor microscale and the corresponding Reynolds number of the
flow field are, respectively, defined as follows:

k ffi 5�q2

e

� �1=2

; (6)

Rek ffi kðq2=3Þ1=2
�

: (7)

The polydisperse droplets are produced by an air-assist atomizer
placed about 1.1m above the center of the HIT domain, as shown in
Fig. 1(a). Figure 1(b) shows the sketch of the experimental setup. The
droplet sizes and volume fractions are controlled by adjusting the inlet
water flow rate and air pressure supply at the atomizer. More informa-
tion concerning the atomizer can be found in Ref. 42. The droplet
velocity was calculated using an in-house-developed hybrid particle
tracking/particle image velocimetry algorithm. The configuration is
identical to that of the PIV system, although the velocity fields of the
discrete phase (droplets) and continuous phase (turbulence) are

TABLE I. Experimental configurations.

Camera IMPERX-B6640 CCD
Lens Tamron 180 macro lens
Sampling frequency 1Hz
Sensor size 6600� 4400 pixel
Measurement domain of interest 53� 53mm2

Digital image resolution 12 lm/pixel
Sampling number 1800
Final interrogation window 32� 32 px2

Overlap ratio 75%
PIV spatial resolution 0.42mm (�2g)/vector
PIV vector spacing 0.1mm (�0.5g)

TABLE II. Measurement of the turbulent statistics.

� (m2=s)
q2

(m2=s2)
u1;rms=
u2;rms

e
(m2=s3)

g
(mm)

sg
(ms)

ug
(m/s) Rek

1:57� 10�5 0.85 1.03 1.48 0.226 3.3 0.068 227
1:57� 10�5 1.15 1.03 2.02 0.209 2.8 0.075 264
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measured separately in this experiment, because the droplets cannot
be distinguished from the tracers in the particle images by their bright-
ness or pixel sizes. Therefore, when measuring the droplet motions in
two-phase turbulence, the woofers are turned on while the tracer par-
ticles are not released in the laboratory. Nevertheless, for all two-phase
flows in this experiment, the particle volume fraction UV is approxi-
mately 5� 10�6, close to the one-way coupled regime.43 This indi-
cates that the droplet motions have little influence on the turbulent
flow. The droplets are varied by adjusting the air pressure supply in
the atomizer while keeping the water flow rate unchanged. The size
distribution of droplets in the measurement domain is measured by a
laser particle size analyzer. There are many statistical parameters for
quantifying the droplet size—the arithmetic mean diameter D10 and
the Sauter mean diameter D32 (Ref. 44) are commonly used. In differ-
ent cases, the droplet size ranges as d¼ 10–120lm and the Sauter
mean diameter D32 of the droplets changes slightly from 35 to 40lm,
where d is the arithmetic mean diameter. _mair;1 and _mair;2 represent
two air flow rates in Fig. 2. As shown in Fig. 2(a), the droplet size is
distributed in the polydisperse state. From the particle size distribu-
tions of the two cases, the mean particle diameter and mean Stokes
number St can be calculated. From Fig. 2(b), St can be calculated from
the distribution of the Stokes number and is 1.2916 and 1.6478 in the
two cases.

III. RESULTS AND DISCUSSION

As pointed out by Wang and Maxey,6 the relative velocity statis-
tics are affected by inertia in complex and profound ways. Thus, to
elucidate the coupled physics, parametric evaluations are first reported
to provide an idea of the influence of St and Re on the particle relative
velocity, followed by detailed investigations of the second-order struc-
ture function of the particle relative velocity statistics. The particles are
then categorized into clusters, voids, and intermediate cluster–void
regions based on the Voronoi tessellation proposed by Monchaux.45

The conditional second-order structure functions of the categorized
particle relative velocity statistics are derived, showing for the first time
that the second-order relative velocity structures of particles in clusters
are low in kinetic energy and different from those of the arithmetically
averaged particle statistics in both the dissipation range and the inertial
subrange.

The influence of St and Re on the radial relative velocity is first
evaluated for two turbulent Reynolds number and a total of four

experimental conditions. For any two particles in the particle field,
such as A and B, the radial relative velocity is defined as wr ¼ ðvA
� vBÞ � ðrÞ, where vi is the velocity vector of particle i, and
r ¼ xA � xB, where xi is the position vector of particle i. The probabil-
ity density function (PDF) of the radial relative velocity wr under the
two Reynolds numbers and two arithmetically averaged Stokes num-
bers is plotted in Fig. 3(a). From Fig. 3(a), we see that, for the same
Reynolds number, the radial relative velocities of different Stokes num-
bers are almost the same. Thus, it can be inferred that the Stokes num-
ber does not significantly affect the radial relative velocity. Figure 3(a)
also indicates that the radial relative velocity of Rek ¼ 264 is larger
than that of Rek ¼ 227, especially at larger scales. In contrast to the
effect of the Stokes number, an increase in the Reynolds number
enhances the radial relative velocity of the particles, this indicates that
particle dispersion is mainly governed by the carrier phase turbulence.
Thus, the large-scale energy-containing fluid structures in the inertia
range have a more pronounced impact on the radial relative velocity
distribution, while the carrier phase has a smaller impact on the radial
relative velocity probability distribution in the dissipation range.

To further quantify the impact of the Reynolds number in both
the dissipation range and the inertial subrange, the difference in the
velocity structure function normalized by the square of the
Kolmogorov scaled velocity, defined as S ¼ ½G2ðRek ¼ 264Þ � G2ðRek
¼ 227Þ�=u2g, is plotted for the two Reynolds numbers in Fig. 3(b).
Figure 3(b) is used to quantity the scale effect on the radial velocity dis-
tribution together with Fig. 3(a). The value of S approaches zero in the
dissipation range and increases significantly in the inertial subrange,
which provides additional supportive evidence that the particle radial
relative velocity is largely governed by the carrier turbulent Reynolds
number in the inertial subrange, but is barely affected in the dissipation
range.

With the basic parametric dependence summarized above, the
scaling of the second-order relative velocity structure function is now
investigated in both the dissipation range and the inertial subrange.
The second-order relative velocity structure function is defined as

G2ðr; StÞ ¼ h Dv½ �2i; (8)

where Dvðr; StÞ ¼ vðx þ r; StÞ � vðx; StÞ, v(r, St) is the particle veloc-
ity at the x coordinate, St ¼ sp=sg is the Stokes number of the particle
(which is a dimensionless measure of particle inertia), sp ¼

FIG. 2. (a) Physical size distributions of
droplets measured by laser particle size
analyzer in the measurement domain for
two air flow rates in the atomizer. (b)
Distribution of droplet Stokes number for
two air flow rates in the atomizer.
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ðqpd2Þ=18q� is the particle relaxation time, sg ¼
ffiffiffiffiffiffiffiffiffiffiffi
�=heip

is the
Kolmogorov timescale, d is the particle diameter, qp is the particle den-
sity, q is the density of the carrier phase fluid, � is the kinematic viscos-
ity of the carrier phase fluid, and e is the turbulent kinetic energy
dissipation rate. Kolmogorov proposed three hypotheses that consti-
tute the classic K41 theory. The hypothesis of local isotropy states that
the small-scale turbulence is isotropic when Rek is sufficiently large
and the flow field is far from the boundaries. Based on the K41 theory,
the second-order structure function G2ðr; St ¼ 0Þ is defined as

G2ðr; St ¼ 0Þ ¼
C2 heir½ �23; g 	 r 	 lEI ;

hei
15�

r2; r 	 g:

8><
>: (9)

As indicated from the above equation, the second-order velocity struc-
ture function of the fluid particles follows the scaling r2 in the dissipa-
tion range. The stationary homogeneous and isotropic turbulence
generated in this experiment falls well within the Kolmogorov assump-
tions. The second-order velocity structure functions of the particles are
evaluated and plotted in Fig. 4 for the two turbulent Reynolds

numbers and four experimental conditions. In Fig. 4, U represents the
velocity component in the horizontal direction x1 and V represents the
velocity component in the gravity direction x2, S2 ¼ G2=u2g.

Figure 4 shows that, in the dissipation range, there is an obvious
departure between the second-order structure function of particles
normalized by the square of the Kolmogorov velocity for all four
experimental conditions and the Kolmogorov turbulent scaling of r2.
In the inertial range, the second-order structure function normalized
by the square of the Kolmogorov velocity is consistent with the scale
form of r2=3. The Stokes numbers are relatively close in the four exper-
imental conditions and so the slopes in the dissipation range are quite
similar for the different Stokes numbers. The experiment in which
Rek ¼ 227 and St¼ 1.2916 gives slightly different results in the dissipa-
tion range than the other three conditions.

These observations can be explained by the caustic or sling effect,
which indicates that relative velocity differences Dv may not reduce to
zero smoothly as the particle separation decreases in the presence of
inertia. This is possibly due to the dissipative particle dynamics in the
phase space and the folding of the ensemble of particle trajectories
evolving in the velocity direction. The effect of caustics becomes

FIG. 3. (a) Probability density functions of the radial relative velocity for two turbulent Reynolds number and a total of four experimental conditions. (b) Difference of velocity
structure function normalized by the square of the Kolmogorov velocity of two Reynolds numbers, S ¼ ½G2ðRek ¼ 264Þ � G2ðRek ¼ 227Þ�=u2g.

FIG. 4. (a) Second-order structure func-
tion normalized by the square of the
Kolmogorov velocity of the horizontal
velocity U for four experimental conditions.
(b) Second-order structure function nor-
malized by the square of the Kolmogorov
velocity of the vertical velocity V for four
experimental conditions.
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significant when inertia dominates and the particle response time is
greater than the turbulent flow timescale. In this case, adjacent par-
ticles are more likely to have uncorrelated velocities and, as a conse-
quence, form dense caustics in space and time. Bec et al.4 proposed the
following scaling form for the dispersed particles:

Gpðr; StÞ / rnpðStÞ; (10)

where 0 
 npðStÞ 
 p. This assumption is consistent with the limits
npðSt ! 0Þ ¼ p and npðSt ! 1Þ ¼ 0. For intermediate values of the
Stokes number, Bec et al.4 performed a sweep of the Stokes number
based on direct numerical simulations. The fitted results yielded the
following expression:

npðStÞ ¼
p; p 
 a ln ð7=StÞ;
a ln ð7=StÞ; St 
 7;

0; St > 7:

8><
>: (11)

To evaluate these empirical scaling forms based on direct numer-
ical simulations, the fitting slopes n of the four experimental condi-
tions in the dissipation range are presented in Table III. From Table
III, the scaling in the dissipation range of St ¼ 1:2916 is equal to that
of St¼ 1.6478 for Rek ¼ 264. The scaling form proposed by Bec et al.4

is a ln ð7=StÞ in this case. As indicated in Fig. 4, caustics form in the
dissipation range, consistent with previous studies, yet two contradic-
tions occur. First, the negative correlation with the Stokes number is
not observed perhaps because the St numbers used are too close.
Second, the value of a is considered to be a linear metric that is inde-
pendent of the Reynolds number, but a slight difference is observed
between Rek ¼ 227 and Rek ¼ 264, which indicates that although iner-
tia governs the dissipation range, the particle dynamics are still affected
by the carrier phase turbulence. These two contradictions are possibly
due to polydispersity and the particle dynamics may be affected by the
carrier-phase-governed preferential concentration; thus, St, which is
the arithmetic average between the particle and fluid time scales, does
not represent the overall particle dynamics. Hence, it is desirable to
gain a basic understanding of the second-order structure function of
particle relative velocity statistics in the cluster and void regions.

Thus far, parametric evaluations have been reported to provide
an idea of how the Stokes number and Reynolds number influence the
particle relative velocity, followed by an investigation of the second-
order structure function of the particle relative velocity statistics. The
large-scale energy-containing fluid structures at the inertia range have
a more pronounced impact on the radial relative velocity distribution,
while in the dissipation range, the carrier phase has a smaller impact
on the radial relative velocity probability distribution. Additionally, in
the dissipation range, there is an obvious departure between the
second-order structure function of particles normalized by the square
of the Kolmogorov velocity and the Kolmogorov turbulent scaling of
r2 for all four experimental conditions. In the inertial range, the
second-order structure function normalized by the square of the

Kolmogorov velocity is consistent with the scale form of r2=3. The scal-
ing form in the dissipation range is not only governed by inertia, but
also by the carrier phase turbulence and possibly by preferential con-
centration. However, the second-order structure functions of the parti-
cle relative velocity statistics in the cluster and void regions have not
previously been reported. In this paper, the particles are categorized
into clusters, voids, and intermediate cluster–void regions based on
the Voronoi tessellation proposed by Monchaux et al.45 The condi-
tional second-order structure functions of the categorized particle rela-
tive velocity statistics are now derived and reported for the first time.
Particles dispersed in the flow field can be divided into different types
using a Voronoi diagram, which is a method for obtaining the particle
concentration field. As shown in Fig. 5(a), the spatial domain of a set
of discrete particles is uniquely divided into a series of nonoverlapped
Voronoi cells, each of which is occupied by one individual particle. In
this paper, we use the normalized Voronoi area,46 given by

cðx; y; tÞ ¼ Aðx; y; tÞ=�Aðx; yÞ; (12)

where �Aðx; yÞ is the time-averaged area of the Voronoi cell area at
(x, y), which is used to eliminate the inhomogeneity of the spatial dis-
tribution of particles. The inverse of c can be used as a measure of the
local particle concentration associated with the turbulent effect.
Following Monchaux et al.,45 the profiles of PDF(c) are compared
with that of the random Poisson process to determine the clustering
feature of discrete particles in turbulent flows. As shown in Fig. 5(b),
there are two intersections between these two curves. When c is less
than cC, these particles are regarded as cluster particles. When c is
greater than cV, these particles are regarded as void particles. Particles
are regarded as cluster–void particles when c is between cC and cV. For
the four cases presented here, the intersections are cC � 0:65 and
cV � 2:1, both of which are quasi-independent of Rek and St.
According to the above-mentioned methods, particles are divided into
clusters, cluster–voids, and voids, and the characteristics of these three
types are compared as follows.

In Figs. 6 and 7, U represents the velocity component in the hori-
zontal direction x1 and V represents the velocity component in the
gravity direction x2. The second-order velocity structure function of
cluster, cluster–void, void, and all particles of U are calculated in the
four experimental conditions. As shown in Fig. 6, the conditional
second-order structure functions of the categorized particle relative
velocity U have been derived for the first time. The conditional
second-order relative velocity structure function of particles in clusters
is low in kinetic energy and differs from that of the arithmetically aver-
aged particle statistics in both the dissipation range and the inertial
subrange. In the dissipation range, the caustics are present for all cate-
gories of particles. The scaling forms of the second-order velocity
structure functions of these types of particles are different in the dissi-
pation range, with the cluster particles having the lowest slope and
void particles having the steepest slope. In the inertial range, the scal-
ing of the second-order velocity structure functions is almost identical
for all categories of particles. From the dissipation range to the inertial
subrange, a transition region occurs in which the scaling form of the
second-order velocity structure functions of the void particles, cluster–
void particles, and cluster particles is similar, suggesting a multifractal
nature. Figure 7 presents the second-order velocity structure functions
of V for the clustered, intermediate, voided, and arithmetically aver-
aged particles. The results exhibit the same trends as in the horizontal

TABLE III. Fitting slopes of four experimental cases in dissipation range.

St ¼ 1:2916 St ¼ 1:6478

Rek ¼ 264 0.06 0.06
Rek ¼ 227 0.05 0.05
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direction in both the dissipation and the inertial range. Some differ-
ences are observed in the absolute intensity of the second-order veloc-
ity structure functions of U and V. In addition, the difference in the
second-order velocity structure functions between the void particles

and cluster–void particles is smaller for V than for U, possibly due to
the presence of gravity.

As shown in Fig. 8, the ratio of the second-order velocity struc-
ture functions of V and U is greater than one for all types of particles,

FIG. 6. Velocity structure function of clus-
ter particles, cluster–void particles, void
particles, and all particles of U. (a)
Rek ¼ 264, St¼ 1.6478; (b) Rek ¼ 227,
St¼ 1.6478; (c) Rek ¼ 264, St¼ 1.2916;
and (d) Rek ¼ 227, St¼ 1.2916.

FIG. 5. (a) Voronoi diagrams of the spatial distribution of particles as denoted by blue dots, green dots, and red dots. (b) PDFs of dimensionless Voronoi cell area c for differ-
ent cases. The PDF for a random Poisson process is shown as a black dashed–dotted line, whose two intersections with the c-PDF profiles yield the thresholds cC ¼ 0:65
and cV ¼ 2:1 for clusters and voids, respectively.
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indicating that the influence of gravity is significant in all experimental
conditions. The ratio first decreases and then increases from the dissi-
pation range to the inertial range, with a minimum value at about
l=g ¼ 20. Thus, the effect of gravity is related to this scale, and in the
inertial range, the influence of gravity is more pronounced at larger
scales. The ratio of the second-order velocity structure functions of V
and U for voided particles is obviously lower than for other particle
types, suggesting that voided particles are less affected by gravity than
clustered particles.

To further elucidate the different mechanism for the clustered
and voided particles, Fig. 9 illustrates kp among the clustered, interme-
diate, and voided particles, in which kp ¼ 1

2 hv2i is the average particle
kinetic energy per unit mass. The voided particles are high in kinetic
energy, and the clustered particles are low in kinetic energy. For the
energy-containing scales, the second-order structure function follows
the scale form of r2=3, suggesting that the particle kinetic energy is gov-
erned by the carrier phase kinetic energy and the particle dispersion is
influenced by the energy-containing flow structures. This is evidence
that clustered particles with high concentrations are most likely to be
spatially correlated with low-kinetic-energy flow structures and the
voided particles are more likely to be related to high-kinetic-energy
flow structures.

IV. CONCLUSION

To provide experimental evidence for the formation of caustics
and their possible coupling effects on preferential clustering, this paper

has reported high-resolution particle velocity measurements under
four experimental conditions and evaluated the particle relative veloc-
ity probability function and second-order relative velocity structure
function from the dissipation range to the inertial subrange. The par-
ticles were categorized into clusters, voids, and intermediate cluster–
void regions based on Voronoi tessellation, and the conditional
second-order structure functions of the categorized particle relative
velocity statistics were derived and reported for the first time. The con-
clusions can be summarized as follows:

(1) Parametric evaluations were first reported to provide an idea of
how the Stokes number and Reynolds number influence the
particle relative velocity probability function. The large-scale
energy-containing fluid structures in the inertia range have a
more pronounced impact on the radial relative velocity distri-
bution, while in the dissipation range, the carrier phase has a
smaller impact on the radial relative velocity probability
distribution.

(2) The second-order relative velocity structure function of par-
ticles was investigated. In the dissipation range, an obvious
departure between the second-order structure function of par-
ticles normalized by the square of the Kolmogorov velocity and
the Kolmogorov turbulent scaling of r2 was observed for all
four experimental conditions. In the inertial range, the second-
order structure function normalized by the square of the
Kolmogorov velocity was consistent with the scale form of r2=3

in all cases.

FIG. 7. Velocity structure function of clus-
ter particles, cluster–void particles, void
particles, and all particles of V. (a)
Rek ¼ 264, St¼ 1.6478; (b) Rek ¼ 227,
St¼ 1.6478; (c) Rek ¼ 264, St¼ 1.2916;
and (d) Rek ¼ 227, St¼ 1.2916.
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(3) The conditional second-order relative velocity structure func-
tion of particles in clusters differs from that of the arithmeti-
cally averaged particle statistics in both the dissipation range
and the inertial subrange. In the dissipation range, caustics are
present for all categories of particles. In the inertial range, the
scaling of the second-order velocity structure function is almost
identical for all categorized particle types. From the dissipation

range to the inertial subrange, a transition region appears in
which the scaling form of the second-order velocity structure
functions of the void particles, cluster–void particles, and clus-
ter particles is similar, suggesting a multifractal nature.

(4) The categorized particles are mostly likely governed by different
flow structures and respond differently to gravity. The voided
particles contain higher kinetic energy and the clustered par-
ticles are low in kinetic energy. This is evidence that clustered
particles with high concentrations are most likely spatially cor-
related to the low-kinetic-energy flow structures and the voided
particles are more likely to be related to high-kinetic-energy
flow structures. The ratio of the second-order velocity structure
functions of V and U for voided particles is obviously lower
than for other particle types, suggesting that voided particles
are less affected by gravity than clustered particles.
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NOMENCLATURE

�Aðx; yÞ the time-averaged area of the
Voronoi cell area

d the particle diameter
G2ðr; StÞ ¼ h½Dv�2i the second-order relative velocity

structure function
kp ¼ 1

2 hv2i the average particle kinetic energy
per unit mass

q2 the ensemble-averaged turbulent
kinetic energy

Rek the Taylor microscale Reynolds
number of the flow field

S ¼ ½G2ðRek ¼ 264Þ
�G2ðRek ¼ 227Þ�=u2g

difference of velocity structure
function normalized by the square
of the Kolmogorov velocity of two
Reynolds numbers

S2 ¼ G2=u2g the second-order relative velocity
structure function normalized by the
square of the Kolmogorov velocity

ug the Kolmogorov velocity scale
v the particle velocity

cðx; y; tÞ ¼ Aðx; y; tÞ=�Aðx; yÞ the normalized Voronoi area
e the turbulent kinetic energy dissi-

pation rate
g the Kolmogorov length scale
k the Taylor microscale
� the kinematic viscosity of the car-

rier phase fluid
q the density of the carrier phase

fluid
qp THE particle density

sp ¼ ðqpd2Þ=18q� the particle relaxation time
sg the timescale of the minimum vor-

tex structure
sg ¼

ffiffiffiffiffiffiffiffiffiffiffi
�=heip

the Kolmogorov timescale
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