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A B S T R A C T   

In the field of aerospace and planetary science, precise measurement of the motion state of a moving carrier 
represents an important part of scientific exploration missions. the paper presents a fusion of the stereo vision 
and IMU to measure the velocity, angle, and angular velocity of a moving carrier precisely. First, a stereo camera 
self-calibration model with additional geometric constraints is developed, which accuracy of better than 0.379 
pixels is achieved. Then, a three-dimensional reconstruction with accuracy of better than 0.727 pixels is ach
ieved. Finally, the spatial relationship between the carrier, the stereo camera, and the IMU is used to determine 
the absolute pose change of the moving carrier relative to the center of the Earth. The proposed method ensures 
high measurement accuracy of the velocity, angle, and angular velocity of the moving carrier of better than 
0.19 mm/s, 0.09◦, and 0.127◦/s, respectively, which can provide reliable technical support for the motion state 
estimation of deep space moving vehicles.   

1. Introduction 

With the progress of science and technology, the application of in
telligence in fields such as aerospace, industrial design, and autonomous 
driving has greatly promoted the rapid development of smart city con
struction [1–4]. The motion pose of the carrier represents important 
data reflecting the motion state of the carrier, having high guiding sig
nificance for the test identification of the carrier, industrial design, and 
aerospace development [5–7]. In the process of performing deep space 
exploration missions, the accurate measurement of the motion state of 
the spacecraft plays an important role in tasks such as relative naviga
tion, rendezvous and docking, and lander control. there are high re
quirements on the state vectors of the spacecraft’s pose angle and 
attitude pose velocity, which focus on improving the robustness, agility 
and accuracy of the state vector. the precise star sensor can use its own 
circuit structure to determine the pose of satellites and spacecraft by 
detecting stars in different positions on the planet, and provide the 
three-axis pose of the spacecraft relative to the inertial coordinate sys
tem. However, the measurement environment of the star sensor is 
relatively complex, and the internal electromagnetic wave environment 
will affect the measurement results, resulting in a certain deviation be
tween the actual measurement posture of the spacecraft and the ideal 

spacecraft measurement results, and the measurement stability needs to 
be strengthened[8–12]. Therefore, for on-orbit conditions, a stable and 
reliable carrier pose measurement scheme is of great significance. 

According to the operational method type, the pose parameter 
measurements of a moving carrier can be roughly divided into two 
categories: the pose parameter measurement of the cooperative carrier 
and the pose parameter measurement of the non-cooperative carrier 
[13]. The former refers to setting targets on a moving carrier and 
obtaining the carrier’s pose parameters based on the known position 
information on the target feature points. Meanwhile, the latter does not 
need a target, and uses photoelectric, electromagnetic, visual, and other 
sensor technologies to extract the characteristics of a motion carrier and 
employs stereo vision measurement techniques, motion image analysis 
methods, and other methods to obtain the carrier’s pose parameters. A 
cooperative carrier method requires using auxiliary devices, such as 
cooperative signs or communication lines, whereas a non-cooperative 
carrier method lacks mutual communication between sensors; there
fore, the cooperative carrier methods have higher measurement accu
racy than the non-cooperative carrier methods. 

Extensive research work has been conducted on the motion carrier 
pose measurement technology. The existing measurement methods can 
be mainly divided into visual measurement methods [14], laser tracking 
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measurement methods [15], and measurement methods based on deep 
learning [16]. 

The visual measurement methods use the mapping relationship be
tween the carrier in the three-dimensional (3D) space and a two- 
dimensional (2D) image and calculate the geometric size, spatial posi
tion, and pose of the carrier based on the image features. These methods 
have been widely used in the fields of part detection, deformation 
measurement, equipment assembly, rendezvous and docking, and inte
grated navigation due to their advantages of being non-contact, high 
precision, and fast speed [17]. In [18], a monocular vision measurement 
scheme for the measurement of the size, spatial position, and status of 
static carriers was proposed. For the pose measurement of a dynamic 
carrier, in [19], a monocular vehicle pose estimation algorithm was 
combined with the 3D model of a vehicle; this method can realize the 
pose estimation of a vehicle, but it is limited by the 3D model of the 
carrier. In [20], the authors developed a monocular vision-based pose 
measurement method for the air-floating platform. By laying out non- 
coplanar targets as feature points, the pose information on the air- 
floating platform was obtained by an iterative least squares pose esti
mation algorithm. However, this method requires designing the corre
sponding target shape and layout according to the shape of the air- 
bearing table, and the pose estimation process is relatively complex, 
but the application scenario is relatively simple. In [21], a single-axis 
high-precision rotating platform was combined with a camera to mea
sure the pose of the spacecraft. However, due to the single-degree-of- 
freedom rotating platform and the sticking target method, there are 
limitations on the measurement range and non-cooperative measure
ment. Further, in [22], a pose estimation method based on a TOF cam
era, which can avoid the defect of sticking targets, was proposed, and 
typical components on the carrier were used to perceive the pose evo
lution of the carrier, which works well in simulated environments. 
Furthermore, in [23], the authors proposed a method based on feature 
information fusion, which realizes positioning by detecting feature in
formation on the carrier. However, this method has a high time 
complexity, and its detection accuracy is affected by illumination. 
Reference [24] used the stereo camera to measure the state of a moving 
carrier and clustered the dynamic carrier segmentation. According to 
the optimization methods of overlapping the view area local constraints 
and the global closed loop, the overall 3D model of a carrier was con
structed, and accurate pose measurement was realized. To sum up, the 
monocular measurement methods have the characteristics of a simple 
structure, but they have limitations on the carrier model. The stereo 
measurement methods can complete 3D reconstruction, but they are 
restricted by the carrier feature points, which increases the time cost of 
the calculation process [25]. 

Laser tracking-based measurement technology uses lidar to obtain 
point cloud data and realizes the pose measurement of moving carriers 
by processing the point cloud data. This measurement technology be
longs to the class of high-precision spatial information acquisition 
methods. Due to the advantages of high measurement accuracy, fast 
speed, and wide measurement range, this technology has been widely 
used in many fields, including high-end intelligent manufacturing and 
large-scale scientific engineering. In [26], the authors proposed to 
calculate the relative pose by searching congruent tetrahedrons directly 
based on the scanned point cloud data and model point cloud data. Since 
pure-laser point cloud data are greatly affected by the environmental 
parameters and lack texture information, fusion vision and laser 
tracking solutions have been usually used to measure the motion state of 
the carrier. In [27], a pose measurement method that combines a posi
tion sensing detector (PSD) and monocular vision was developed, and 
the total station data were used to measure azimuth and elevation an
gles. A CCD camera was installed on the total station to project and 
measure the roll angle, thus overcoming the problems of a slow update 
rate of the roll angle and a limited measurement range. However, there 
was redundant information on monocular vision pose measurement. In 
[28], a method of pose angle measurement using the laser tracking 

equipment as a base station was proposed, where monocular vision was 
combined with the corner cube prism and photoelectric position sensor. 
This method comprehensively used the corner cube and PSD to measure 
high-resolution yaw angle and pitch angle information, providing a so
lution to the current domestic laser tracking pose measurement prob
lems. Further, reference [29] introduced a laser tracking pose angle 
measurement method based on weighted least squares, which combines 
the high precision of short-distance monocular vision-based measure
ment and the redundancy of multi-sensor pose measurement informa
tion. A mathematical model of pose measurement was established for 
data fusion, which improved the measurement accuracy of the pose 
angle. Although the above-mentioned methods can measure the pose of 
the carrier, the high redundancy of point cloud data and complex 
installation of fusion equipment lead to the low universality of these 
methods. 

In recent years, the deep learning-based measurement methods of 
the carrier motion state have achieved noticeable progress. Aiming to 
solve the problem of spacecraft pose estimation, reference [30] pro
posed a learning-based spacecraft pose prediction method, which com
bines the spacecraft detection network (SDN) and keypoint detection 
network (KDN) detection feature key points, can automatically select 
high-precision key points by using the key point selection strategies, and 
employs the EPnP algorithm to estimate the pose of the spacecraft, thus 
effectively improving the accuracy of the spacecraft pose estimation. In 
[31], a pose initialization algorithm suitable for different shapes of 
carrier spacecraft was developed. By searching for convex defection 
features of a carrier image and combining the corresponding relation
ship between the 2D and 3D points, the pose was estimated by solving 
the PnP problem. Meanwhile, a position awareness network (PANet) for 
spacecraft pose estimation was proposed in [32], but the calculation 
time of the sub-steps of the key point extraction process and the con
struction time of a local structure description were too long, making this 
scheme unsuitable for navigation systems that need to output the pose 
data in real-time. In [33], the authors constructed a channel squeeze and 
excitation—lightweight high-resolution network (scSE-LHRNet) by 
fusing the You Only Look Once v5 (YOLOv5) model and the lightweight 
high-resolution network (HRNet), which provided real-time recognition 
and pose estimation of non-cooperative vehicles. Although the afore
mentioned methods have their own advantages, the construction models 
based on deep learning (e.g., convolutional neural networks (CNNs)) are 
highly uncertain due to the effects of the environmental factors and 
carrier. These models usually consider the Gaussian distribution, which 
is not suitable for the underlying manifold structure of the posture, and 
the deep learning-based methods have high requirements for computer 
performance. When training the network model, real motion posture 
data are required as training data, which leads to a strong dependence of 
the final motion pose parameters on the training image set [34]. 

The difference between the deep space and the ground environment 
is that there is no gravitational acceleration in deep space. At present, 
there is relatively little experimental research on the measurement of 
carrier motion state in microgravity environments by domestic and 
foreign scholars. Based on the current research methods, the vision- 
based measurement methods have a simple structure but are limited 
by the model type. The methods based on laser tracking have high 
measurement accuracy, but the data processing complexity is high, and 
these methods are not universal. The deep learning-based methods have 
high requirements for computer performance, and the final motion pose 
parameters are highly dependent on the training dataset, which cannot 
be adapted to all scenarios. Aiming at the shortcomings and limitations 
of the above-mentioned methods, considering the influence of space 
magnetic field interference in deep space environment on pose mea
surement accuracy, the non-contact and non-magnetic field interference 
of comprehensive visual measurement and the advantage that IMU can 
provide absolute attitude information. this study proposes a precise 
measurement method of a vehicle’s motion state in a microgravity 
environment. The proposed method reconstructs high-precision three- 
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dimensional coordinates and determines an absolute pose change of a 
moving carrier, thereby obtaining reliable movement pose parameters. 
Meanwhile, it can provide a reference for performance evaluation in 
navigation control and control devices for deep space exploration. 

The main contributions of this study can be summarized as follows:  

(1) A measurement platform is constructed to provide high-precision 
time and space references;  

(2) A circular cooperative target is designed, and the center of the 
circle is fitted with high precision;  

(3) A joint camera self-calibration model is constructed to solve the 
camera parameters;  

(4) The absolute pose of the moving carrier relative to the center of 
the earth is measured by combining stereo vision and IMU. 

The remainder of this article is organized as follows. Section 2 de
scribes the overall process of the proposed method and provides a 
detailed explanation of each part of the proposed method. Section 3 
describes the sub-steps of the proposed method, conducts a series of 
experiments of precise measurement of a moving carrier’s state, and 
analyzes the experimental results. Finally, Section 4 concludes this 
study. 

2. Carrier pose determination method based on fusion of stereo 
vision and IMU 

2.1. Proposed method 

Aiming to obtain precise motion state parameters of the carrier in a 
deep space environment, this paper proposes a precise measurement 
method that combines stereo vision and IMU. First, 3D high-precision 
coordinates of a target point are obtained by combining stereo vision, 
feature point construction, and matching methods. Then to avoid the 
influence of the external force on the measurement results of a moving 
carrier, the IMU is combined with a stereo vision for state measurement. 
The spatial relationships between the carrier, stereo camera, and IMU are 
used to determine the absolute pose change of the moving carrier relative 
to the center of the Earth. The proposed carrier pose determination 
method that combines stereo vision and IMU aims to obtain high- 
precision, robust, and reliable motion state parameters of a moving car
rier in a microgravity environment. The block diagram of the proposed 
method is shown in Fig. 1. The main parts of the proposed method include 
stereo camera calibration with additional geometric constraints, the 
center fitting of feature cooperation targets and 3D coordinate recon
struction data, and a solution to the carrier motion state parameters. 

2.2. Camera calibration with additional geometric constraints 

First, the initial pose measurement of a moving carrier is realized by 
using the stereo vision measurement technology. The high-precision 
camera parameters denote an important benchmark for performing 
the carrier motion state measurement experiment. Therefore, this paper 
proposes a camera calibration method with additional geometric 
constraints. 

The geometric structure of a stereo camera is presented in Fig. 2, 
where ol − xlyl and or − xryr are the left and right image plane co
ordinates, respectively; Sl − XlYlZl and Sr − XrYrZr are the left and right 
camera coordinate systems, respectively; O − XwYwZw represents the 
object space coordinate system; fl and fr are the focal lengths of the left 
and right cameras, respectively; Blr is the photographic baseline vector, 
and its length denotes the distance between the optical centers of the left 
and right navigation cameras. According to the principle of pinhole 
imaging, the centers of the left and right cameras, the image point, and 
the corresponding object space point should be on a straight line; then, 
in 3D space, lines Slpl

̅→ and Srpr
̅̅→ will intersect at point P [35]. Points Sl,Sr, 

and P can determine a plane, which is called the epipolar plane; the 
intersection points between the SlSr and the image plane are epipoles El 

Fig. 1. The block diagram of the proposed method. In Fig. 1, the green dotted frame on the left side of the frame diagram denotes a stereo vision system and sequence 
images. This part uses a self-checking method with additional geometric constraints to construct a high-precision measurement benchmark; the green frame in the 
middle represents a circular cooperative target, with the fusion measurement process of 3D high-precision reconstruction, stereo vision, and IMU; the blue block 
diagram on the right shows the motion state curve of the motion carrier obtained by the proposed method. 

Fig. 2. The stereo camera imaging model; the gray circle denotes the photog
raphy center, the green circle refers to the feature image point and the corre
sponding object space point, the red triangle denotes epipoles, and the red 
dotted line represents the epipolar line. 
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and Er, respectively; the intersection line between the polar plane and 
the two image planes is called the epipolar line. 

By performing the perspective projection, the beam adjustment 
model can be constructed using the projection center, image point, and 
object space point to solve the camera parameters. The basic expression 
of this model is as follows[36]: 

x + x0 + Δx = − f
a1(X − XS) + b1(Y − YS) + c1(Z − ZS)

a3(X − XS) + b3(Y − YS) + c3(Z − ZS)
,

y + y0 + Δy = − f
a2(X − XS) + b2(Y − YS) + c2(Z − ZS)

a3(X − XS) + b3(Y − YS) + c3(Z − ZS)

(1) 

where (x, y) denotes the Cartesian coordinates of the image plane; (X,
Y, Z) represents the corresponding coordinates under the photogram
metric coordinate system; (XS,YS,ZS) refers to the three translations in 
the outer orientation elements; (a1,⋯, c3) is the element of the rotation 
matrix R; (x0, y0) is the internal orientation element of the camera; (Δx,
Δy) represents the correction of the image point coordinates in the left 
and right images, and it is obtained as follows:  

where k1 and k2 are the first- and second-order radial distortion 
parameters, respectively; and p1 and p2 are the first- and second-order 
tangential distortion parameters, respectively. 

During the camera calibration process, multiple sets of feature tar
gets are uniformly distributed within the camera’s field of view, thus 
meeting the coplanar condition. Therefore, using coplanar properties, a 
plane equation can be derived using the matched feature point co
ordinates and combined with the adjustment to improve the accuracy of 
the coordinate solution. Assuming that points Ni(Xi,Yi,Zi), N1(X1,Y1,Z1), 
N2(X2, Y2, Z2), and N3(X3,Y3, Z3) are on the same plane, the coplanar 
equation of the four points can be obtained as follows: 
⃒
⃒
⃒
⃒
⃒
⃒

Xi − X1 Yi − Y1 Zi − Z1
Xi − X2 Yi − Y2 Zi − Z2
Xi − X3 Yi − Y3 Zi − Z3

⃒
⃒
⃒
⃒
⃒
⃒
= 0 (3) 

At the same time, a distance constraint can be constructed according 
to the location of the feature points, which can provide a reliable length 
reference for the adjustment model and ensure the accuracy of param
eter calculation. If there are two feature points, the distance constraint of 

Eq. (4) can be constructed as follows: 
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(Xm − Xn)
2
+ (Ym − Yn)

2
+ (Zm − Zn)

2
√

− Dmn = ΔDmn (4) 

where (Xm,Ym, Zm) and (Xn,Yn, Zn) are the coordinates of the control 
points m and n in the photogrammetric coordinate system, respectively; 
Dmn is the high-precision laboratory-measured distance between the 
control points m and n; ΔDmn is the residual between the distance ob
tained from the observation and the true distance of points m and n. 

After linearization of Eq. (3) and Eq. (4), The final calibration model 
can be determined by combining collinear equations, feature point 
coplanarity, and distance constraints as follows[36]: 
⎧
⎪⎪⎨

⎪⎪⎩

V1 = At1+CX1 + FlX3 − LlP

V2 = +Bt2 + DX2 + FrX3 − LrP

GX4 − L1 = 0

FX5 − L2 = 0

(5) 

where X4 is the correction matrix of the 3D coordinates, G is the 
corresponding coefficient matrix, L1 is the corresponding residual ma
trix, X5 is the correction matrix of the virtual control point’s coordinates, 
and F is the corresponding coefficient matrix; L2 is a constant term 
obtained by substituting the virtual control point’s coordinates. 

Then, Eq. (5) can be simplified as: 
⎧
⎨

⎩

minVTPV
S.T.V = HX − LP

MX − N = 0
(6) 

Using the Levenberg-Marquardt (LM) algorithm to optimize the 
parameter results, the normal equation corresponding to Eq. (6) can be 
established as follows [37]: 
[

HT PH + μE HT M
MT PH MT PM

][
T
X

]

=

[
HT PL1
MT PL2

]

(7) 

where μ is the damping coefficient; H = [A,C,Fl,B,D,Fr, 0, 0] and 

M = [0, 0, 0, 0, 0, 0,G,F] are the coefficient matrices; [T X ] is the 
camera calibration parameter vector to be obtained, and [L1 L2 ] is the 
residual vector. 

According to the principle of least squares, the camera calibration 
parameters can be solved by: 

X = (N− 1
1 − N− 1

1 MT N− 1
2 MN− 1

1 )W − N− 1
1 MT N− 1

2 N (8) 

where N1 = HTPH, N2 = MN− 1
1 MT, and W = HTPL. 

Then, the LM is used to optimize the solution to obtain the final 
calibration unit weight error and the measurement error of unknown 
parameters. The corresponding mathematical formula is as follows[38]: 
⎧
⎪⎨

⎪⎩

σ0 =

̅̅̅̅̅̅̅̅̅̅̅̅̅

VTPV
n − r

√

σxx = σ0
̅̅̅̅̅̅̅
Qxx

√
(9) 

where σ0 is the unit weight root mean square error (RMSE); n is the 
number of observations used in the adjustment; r is the rank of the co
efficient matrix of the unknown parameters; σxx indicates the median 
error of unknown calibration parameters, and Qxx = N− 1

1 − N− 1
1 

Fig. 3. The schematic diagram of the target circle and contour tracking 
extraction. The center red-filled circle pixel in (b) can have eight tracking di
rections; eight dashed arrows represent traceable directions, red numbers 
denote the direction numbers, and the given coordinates represent the 
tracking offset. 

⎧
⎪⎨

⎪⎩

Δx = (x − x0)(k1r2 + k2r4) + (x − x0) + p2(r2 + 2(x − x0)
2
) + 2p1(x − x0)(y − y0)

Δy = (y − y 0)(k1r2 + k2r4) + (y − y 0) + p1(r2 + 2(y − y0)
2
) + 2p2(x − x0)(y − y0)

r =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(x − x0)
2
+ (y − y0)

2
√ (2)   
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MTN− 1
2 MN− 1

1 is a hybrid matrix. 

2.3. Cooperative feature target circle center fitting 

The high-precision image point coordinates of feature points denote 
key data for 3D reconstruction. To analyze the motion state of a moving 
carrier effectively, this paper designs a target circle to extract the center 
image point coordinates, as shown in Fig. 3(a). First, the morphological 
operation is conducted to obtain the target circular pixel set, and the 
contour extraction is performed on the circular pixel set. As shown in 
Fig. 3(b), a pixel point on the upper left part of an object is selected as a 
starting point to start traversing; the direction is recorded, and its pixel 
value is set to zero. Then, the next boundary point is searched along the 
scanning direction following the tracking pixel consistency criterion. If 
there is a boundary point, the scanning direction rotates two grids 
counterclockwise; otherwise, the scanning direction rotates clockwise to 
complete the overall tracking and obtain complete contour information 
to complete the carrier boundary extraction. Finally, RANSAC method is 
used to establish the error function of Eq. (10) to screen the contour pixel 
set and fit the center of the circle to obtain accurate and reliable image 
point coordinates of the center of the target circle [31]. 

The specific steps are as follows. First, divide the contour data into 
correct and abnormal data and select sampling data from the source data 
randomly according to the occurrence probability of the correct data for 
initial center fitting and obtain the initial correct result. Then, substitute 
other data points into the initial fitting model and calculate the model 
accuracy score. Finally, sort the scores of all possible models to deter
mine the most accurate and most reliable center-fitting model. The error 
function is derived as follows[39]: 

(1 − (1 − e)s
)

N
= 1 − p (10) 

where e is the proportion of points outside the fitting buffer zone; s is 
the minimum number of model fitting solutions; p is the model fitting 
confidence; N is the number of model iterations. 

Further, to improve the fitting accuracy of the center of the circle, 
after numerous experiments, in this study, the proportion of points 
outside the buffer zone e is set to 0.001, s is set to three, and the con
fidence level p is 0.99. 

By using the above method, the image point coordinates with sub- 
pixel precision can be obtained, providing accurate and reliable basic 
data for the reconstruction of 3D coordinates of feature points. 

2.4. Carrier motion state estimation by combining IMU and stereo vision 

The 3D reconstruction of the characteristic target circle attached to a 
moving carrier is conducted by using the stereo measurement method, 
and the initial estimation of the moving state of the carrier is realized. 
Meanwhile, In order to mitigate the influence of the external forces on 
the measurement results of the carrier, the IMU is combined with stereo 
vision and used for state measurement. 

The specific steps are as follows: 
(1) Homography matrix calculation. 
The homography matrix can describe the pose changes caused by 

factors such as rotation, translation, and affine transformation between 
carrier frames. If the homogeneous coordinates of the ith pair of 
matching points in the two frames of images before and after are Ai =
(
xi, yi, 1

)T and Bi =
(
x′

i, y′
i,1
)T , respectively; then, for the homography 

matrix H, there is B = HA, and it holds that[40]: 
⎡

⎢
⎢
⎣

x′
i

y′
i

1

⎤

⎥
⎥
⎦ =

⎡

⎣
h11 h12 h13
h21 h22 h23
h31 h32 h33

⎤

⎦

⎡

⎣
xi
yi
1

⎤

⎦ (11) 

Further, to obtain reliable and accurate matrix parameters, multiple 
groups of points with the same name are used to construct the SVD to 

solve the matrix H. First, based on the inter-frame images, the affine 
scale-invariant feature transform (Asift) is used to obtain the initial set of 
feature points with the same name, and n groups of points with the same 
name are selected to construct the homography matrix calculation 
equation as follows [41]: 
{

wx =
(
x1, y1, 1, 0, 0, 0, − x1x′

1, − y1x′
1, − x′

1

)

wy =
(
0, 0, 0, x1, y1, 1, − x1y′

1, − y1y′
1, − y′

1

) (12)  

WH = 0 (13) 

where H = [h11, h12, h13, h21, h22, h23, h31, h32, h33]
T, and W =

(
wxT

1 ,wyT
1 ,⋯,wxT

n ,wyT
n
)T . 

When n > 4, the least squares normalization method and the SVD are 
combined for matrix decomposition to obtain the final homography 
matrix as follows[42]: 
⎧
⎨

⎩

min‖WH‖

s.t.‖H‖ = 1
W = USVT

(14) 

Based on the singular value decomposition results, S =

diag(s1, s2, s3), and s1≫s2≫s3; according to the characteristics of scale 
equivalence, s3 is set to zero, and S′ = diag((s1 + s2)/2, (s1 + s2)/2,0 ); 
lastly, the final homography matrix is obtained by H = US′VT. 

(2) Dense matching of feature points. 
Next, dense matching is performed on the initial homonymous points 

to obtain reliable motion parameters. First, a convex hull is drawn based 
on the feature points of the previous frame of a stereoscopic image, a 
Delaunay triangulation network is constructed, and a triangle index is 
obtained. Then, using the initial triangulation, the triangulation is 
encrypted according to the center of gravity criterion, and the accuracy 
of the encrypted homonymous triangulations with the same name is 
verified by combining epicenter constraints, feature constraints, and 
distance constraints [34] to obtain a robust and reliable encrypted 
homonymous points set. 

As shown in Fig. 2, the homonymous points must be located on the 
corresponding epipolar line. Combining the coordinates of the image 
points with the same name and the principle of epipolar constraints, the 
epipolar line constraint equation is derived and denoted as an important 
criterion for the matching accuracy of the points with the same name 
[35,36]. Therefore, first, the RANSAC algorithm is used to estimate the 
fundamental matrix, and the Sampson distance from homonymous 
points to the model is calculated as a standard for measuring the internal 
and external points of the fundamental matrix model. The Sampson 
distance formula is calculated as follows[43]: 

dissampson(xi, yi) =
(
yiFxT

i

)2

[
1

(
FxT

i

)2
1 +

(
FxT

i

)2
2

+
1

(
FyT

i

)2
1 +

(
FyT

i

)2
2

]

(15) 

where (xi, yi) represents the pixel coordinates of the ith point with the 
same name in the left and right images; F is the estimated fundamental 
matrix; 

(
FxT

i

)2
1 represents the square of the first component vector of 

vector FxT
i , and 

(
FyT

i

)2
1 is the square of the second component vector of 

vector FyT
i . 

Since the estimated rank of the matrix F differs from two due to noise 
interference, the SVD is used to solve it. In addition, a relative orienta
tion linear transformation method, the relation orientation linear 
transformation (RLT), which is based on the coplanar condition, is used 
to determine the corresponding epipolar line. The epipolar line con
straints can be constructed as follows[44]: 

y′
i =

(1 − L0
3)yi − L0

1 − L0
2xi − L0

4x′
i − L0

5xix′
i − L0

7yix′
i

1 + L0
6xi + L0

8yi
(16) 

where (xi, yi) and (x′
i, y′

i) are the coordinates of the reference image 
point and the target coordinates, respectively; L0

j is the coefficient 
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vector. 
Based on the epipolar constraint, the Euclidean distance from the 

homonymous points on the right image to the epipolar is calculated and 
denoted as an initial accuracy screening condition. The zero-normalized 
cross-correlation (ZNCC) method is employed to improve the matching 
accuracy of the triangulation primitives with the same name, and the 
final triangulation set of the left and right images with the same name is 
constructed [37]. Meanwhile, the RANSAC is used to filter the accuracy 
of the matching results to ensure the matching accuracy of the homon
ymous points, and the final results of the homonymous points are ob
tained, which are recorded as ULpxy and URpxy. 

(3) Inter-frame homonymous point conversion and 3D 
reconstruction. 

Combining the homography matrices Hl and Hr between the left and 
right camera frames acquired by the initial feature points, the co
ordinates of the homonymous points corresponding to the encrypted 
feature points, DLpxy and DRpxy, are calculated as follows: 
{

DLpxy = Hl⋅ULpxy
DRpxy = Hr⋅URpxy

(17) 

Based on the geometric relationship between the image points and 
the object space points in Fig. 2, the 3D coordinates of the feature points 
can be obtained using the coordinates of the image homonymous points. 
First, parallax d is calculated based on the abscissa values of the left and 
right image points with the same name. Then, following the principle of 
collinearity and combining the image point coordinates, baseline B, and 
focal length f , the depth of the feature point can be calculated. Finally, 
the 3D coordinates of the feature point can be solved as follows[45]: 

d = xl − xr ,Xp =
B
d

xp =
Yp

f
xp, Yp =

B
d

yp =
Yp

f
yp,Zp =

B
d

f (18) 

where 
(

xp, yp

)
represents the coordinates of the image point; B is the 

camera baseline; f is the focal length of the camera; d is the parallax 
corresponding to the homonymous points; 

(
Xp,Yp, Zp

)
denotes the 3D 

coordinates corresponding to the feature point. 
An accurate visual measurement scheme is the primary accuracy 

benchmark for carrier motion state measurement. Considering the 
influencing factors of the binocular stereo measurement, the 3D coor
dinate accuracy of the proposed method is analyzed. The coordinate 
error evaluation formula is as follows[46]: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

σX =
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√
√
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(19) 

where (σX, σY , σZ) are the errors of plane and elevation coordinates; 
σd is the parallax accuracy; σB is the baseline measurement error; σf is 
the focal length calibration error. 

Next, the camera calibration and center-fitting experiment are per
formed, and based on the actual measurement results, B is 270 mm, f is 
2297 pixels, σx is 0.3 pixels, σd is 0.212 pixels, σB is 0.03 mm, and σf is 
0.305 pixels. These values are used to obtain the reconstruction accu
racy statistics, which are shown in Fig. 4. 

As shown in Fig. 4, when the carrier is 0.4 m away from the 
photography center, the reconstruction accuracy of the proposed 
method is approximately 0.1306 mm, which is about 0.727 pixels and 
can ensure the measurement accuracy of the carrier pos. Therefore, 
based on the coordinates of the homonymous points in the front and rear 
frames and the calibration parameters of the left and right cameras, the 
3D coordinate set of the front frame UXwYwZw, the 3D coordinate set of 
the rear frame DXwYwZw, and rear frames corresponding to the hom
onymous points between frames can be obtained by the triangulation 
method. 

(4) Carrier pose measurement. 
By combining the 3D coordinates of the homonymous points in the 

inter-frame image of the carrier and the similarity transformation 
model, the pose change of the carrier can be determined [38]. The 
similarity transformation relationship is given as follows[47]: 
⎡

⎣
x1i
y1i
z1i

⎤

⎦ −

⎡

⎣
ex1i
ey1i
ez1i

⎤

⎦ = λR

⎛

⎝

⎡

⎣
x2i
y2i
z2i

⎤

⎦ −

⎡

⎣
ex2i
ey2i
ez2i

⎤

⎦

⎞

⎠+

⎡

⎣
ΔX
ΔY
ΔZ

⎤

⎦ (20) 

Fig. 4. The precision of the 3D coordinates of the checkpoints; the red line 
represents the maximum error curve in the × and y directions, the green dotted 
line is the minimum error curve in the × and y directions, and the blue dotted 
line is the error distribution curve in the z direction. The horizontal axis in
dicates the distance from the carrier to the photography center, expressed in 
mm, and the vertical axis represents the coordinate reconstruction error, also 
expressed in mm. 

Fig. 5. The carrier motion pose measurement coordinate system. In Fig. 5(a), 
the red coordinate axis denotes the geocentric inertial coordinate system, the 
blue coordinate axis is the Earth coordinate system, and the green coordinate 
axis is the geographic coordinate system; the pink coordinate axis is the carrier 
coordinate system, and the blue coordinate system is the camera coordinate 
system; the red matrix frame is the binocular stereo camera, and the brown 
object represents the IMU, which shows the latitude and longitude of the carrier 
in the Earth coordinate system. In Fig. 5(b), the coordinate transformation 
process for determining the final pose of the carrier is illustrated, and the 
specific steps are as follows. First, the coordinate system of the IMU relative to 
the Earth is determined. Then, the attitude matrix between the IMU and the 
stereo vision is obtained according to the installation position. Finally, the 
relationship between the stereo vision and the carrier is used to determine the 
coordinate system of the carrier relative to the Earth. 
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R = RφRwRk

=

⎡

⎣
cosφ 0 − sinφ

0 1 0
sinφ 0 cosφ

⎤

⎦

⎡

⎣
1 0 0
0 cosw − sinw
0 sinw cosw

⎤

⎦

⎡

⎣
cosk − sink 0
sink cosk 0

0 0 1

⎤

⎦ (21) 

where [x1i, y1i, z1i]
T and [x2i, y2i, z2i]

T are the 3D coordinates of the 
feature points of the front and back frames, respectively; [ex1i, ey1i, ez1i]

T 

and [ex2i, ey2i, ez2i]
T are the 3D coordinate errors of the feature points of 

the front and back frames, respectively; λ is the similar change scale 
parameter; φ − w − k is the rotation angle of the two coordinate systems 
around Y − X − Z direction; R is the rotation matrix constructed by the 

pose angle; [ΔX,ΔY,ΔZ]T is the offset of the origin of the virtual coor
dinate system of the two frames of images. 

By performing the overall least squares adjustment, the error of the 
origin offset and pose angle (δε̂) can be obtained as follows[48]: 

δε̂ =
(
AT Q− 1

ll A
)− 1AT Q− 1

ll L (22) 

where A is the pose change parameter coefficient matrix, Qll repre
sents the correlation factor matrix, and L is the 3D coordinate residual 
vector. 

(5) Absolute pose determination by Combining IMU and Stereo 
Vision. 

Fig. 6. The schematic diagram of the motion state measurement platform: (a) the cross-sectional view of the installation of the internal platform of the drop cabin, 
including the motion measurement platform and power distribution and communication units; (b) the actual installation diagram of the measurement equipment, 
where the yellow rectangle denotes the stereo measurement camera, the red rectangle is the release structure with the carrier, and the blue rectangle represents the 
industrial computer that controls imaging and image storage. 

Fig. 7. (a). The TM6100A high-precision theodolite measurement system; the photo of the Leica TM6100A was taken from the official Leica product manual; (b) the 
camera calibration control field, where the green and blue rectangles relate to the TM5100A and TM6100A, respectively; the red matrix indicates the stereo camera, 
and the pink area represents the target point area. 

Fig. 8. (a)–(d) The stereo images taken by the two sets of stereo cameras; the red rectangle is the characteristic target circle, and the blue sub-image in the upper left 
corner denotes the enlarged image of the red area. 
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The absolute pose change of the carrier relative to the center of the 
Earth is determined according to the spatial relationship between the 
carrier, the stereo camera, and the IMU [49]. The coordinate system 
constructed by fusing the IMU and stereo cameras is presented in Fig. 5 
(a).Fig. 6.. 

According to the characteristics of data collected by the IMU, it can 
be known that the coordinate conversion matrix from the carrier coor

dinate system b to the navigation coordinate system t is given by[50]: 

Rt
b =

⎡

⎣
cosψcosγ − sinψsinθsinγ − sinψcosθ cosψsinγ + sinψsinθcosγ
cosψsinθsinγ + sinψcosγ cosθcosψ sinψsinγ − cosψsinθcosγ

− cosθsinγ sinθ cosθcosγ

⎤

⎦

(23) 

where ψ , θ and γ are the heading angle around the Z-axis, the pitch 
angle around the X-axis, and the roll angle around the Y-axis, 
respectively. 

Further, combined with the conversion relationship between the 
Earth coordinate system, the Earth-centered inertial coordinate system, 
and the navigation coordinate system, the transformation matrix from 
the carrier coordinate system to the Earth-center coordinate system can 
be determined as follows: 

Ri
b = Ri

eRe
t Rt

b (24) 

Fig. 9. Accuracy statistics of the control points. The horizontal axis shows the index of the characteristic circle target, and the vertical axis represents the RMSE value 
expressed in mm; the blue, green, red, and cyan marked broken lines denote the X,Y, and Z and comprehensive RMSE error values, respectively. 

Table 1 
The calibration results and RMSE of the IO.  

IO and RMSE fx (pixel) fy (pixel) x0 (pixel) yo (pixel) k1 k2 p1 p2 

IO of CameraA 2297.142 2297.096 11.953 − 39.634 − 1.130E-08 1.519E-15 2.492E-07 − 1.270E-07 
RMSE of CameraA 1.066 1.108 1.408 1.072 4.15E-10 1.86E-16 9.02E-08 7.62E-08 
IO of CameraB 2309.058 2308.147 − 7.848 − 15.872 − 1.284E-08 2.225E-15 5.219E-07 1.818E-07 
RMSE of CameraB 1.626 1.506 1.738 1.214 4.693E-10 2.136E-16 1.168E-07 8.232E-08 
IO of CameraC 2310.347 2310.185 30.263 − 28.563 − 1.280E-08 1.916E-15 5.707E-07 − 7.537E-09 
RMSE of CameraC 2.277 2.26 3.31 2.46 8.10E-10 3.32E-16 1.90E-07 1.53E-07 
IO of CameraD 2305.337 2304.977 36.234 − 38.596 − 1.238E-08 2.088E-15 − 2.304E-07 1.071E-07 
RMSE of CameraD 1.58 1.66 1.656 1.317 4.59E-10 2.44E-16 9.63E-08 9.05E-08  

Table 2 
The calibration results and RMSE of the EO.  

EO and RMSE XS (mm) YS (mm) ZS (mm) φ(rad) w(rad) k(rad) 

EO of CameraA  − 2071.620  253.539  − 1047.431  0.141  − 0.028  0.001 
RMSE of CameraA  0.047  0.044  0.137  5.94E-4  4.81E-4  4.83E-5 
EO of CameraB  − 1840.599  251.762  − 1067.373  − 0.374  − 0.017  − 0.020 
RMSE of CameraB  0.137  0.057  0.152  7.84E-4  5.20E-4  6.43E-5 
EO of CameraC  − 2080.046  − 469.929  − 1046.695  0.138  − 0.005  − 0.006 
RMSE of CameraC  0.098  0.063  0.378  1.30E-4  9.81E-4  1.02E-4 
EO of CameraD  − 1848.488  − 472.939  − 1064.793  − 0.366  0.015  − 0.018 
RMSE of CameraD  0.100  0.061  0.243  6.80E-4  5.99E-4  6.01E-5  

Table 3 
The errors of different methods for 30 checkpoints.  

Method Error (mm) 

Average Max RMSE 

Proposed method  0.0348  0.1157  0.0706 
Self-calibration bundle adjustment  0.0623  0.1423  0.1035 
CAHVOR [52]  0.092  0.182  0.1124 
Vanishing points [53]  0.1063  0.2014  0.1225  
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where Re
t and Ri

e are transformation matrices from the navigation 
coordinate system to the Earth coordinate system and from the Earth 
coordinate system to the Earth-centered inertial coordinate system, 
respectively. 

Next, based on the above IMU and stereo vision measurement results, 
the motion state parameters of the carrier in the geocentric coordinate 
system can be determined, and the specific steps are as follows: 

(a) According to the circular coordinates of the target captured by 
the camera and the 3D coordinates of the feature points in the inertial 
navigation coordinate system, the pose matrix Rin

c between the camera 
and the IMU can be obtained by: 
⎡

⎣
Xin
Yin
Zin

⎤

⎦ = Rin
c

⎡

⎣
XC
YC
ZC

⎤

⎦ (25) 

(b) After fixing the installation position of the IMU, by combining Ri
e 

and the inertial navigation pose data, the pose matrix Rin
c between the 

inertial navigation and the camera in the working state can be deter
mined by: 

Fig. 10. (a) The fitting results of the two methods; the red ‘+’ is the pixel on the circle, and the blue and green circles denote the results of the RANSAC and LS fitting 
methods, respectively; (b) the final fitting effect. 

Fig. 11. The 3D reconstruction error results of the two fitting methods; in (a) and (b), the horizontal axis denotes the index of the checkpoint, and the vertical axis 
represents the coordinate deviation, expressed in mm. The red, green, and blue fold lines are the coordinate deviation statistical curves of the inspection points in 
the X,Y, and Z directions, respectively. 

Table 4 
The coordinate deviation results of checkpoint reconstruction performed by the 
RANSAC and LS fitting methods.  

Deviation 
indicator 

RANSAC LS 

△x 
(mm) 

△y 
(mm) 

△z 
(mm) 

△x 
(mm) 

△y 
(mm) 

△z 
(mm) 

Average  0.162  0.157  0.191  0.175  0.170  0.211 
Min  0.132  0.133  0.162  0.154  0.141  0.183 
Max  0.180  0.178  0.218  0.196  0.199  0.235  
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Rin
c = RiT

in Ri
c (26) 

(c) The stereo camera shoots the carrier, and the pose matrix of the 
carrier Ri

f in the inertial coordinate system at each moment can be 
determined using Rc

f , R
in
c and Ri

in as follows: 

Ri
f = Ri

inRin
c Rc

f (27) 

(d) According to the components of Ri
f , the pose matrix can be 

decomposed to obtain the rotation angle information on each axis, 
which can be combined with the time data to determine the angular 
velocity index of the carrier. The corresponding mathematical expres
sions are as follows[51]: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

φ = arctan

(

−
Ri

f13

Ri
f33

)

ϖ = arcsin
(
− Ri

f23

)

k = arctan

(
Ri

f21

Ri
f22

)

(28) 

where φ,ϖ and k are the rotation angles of the object around the Y, 
X, and Z axes in the camera coordinate system, respectively. 

The actual three-dimensional measurement data between different 
frames are used to verify the accuracy of the pose angle; the error of the 
pose angle is better than 0.09◦, and angular velocity accuracy is 0.127◦/ 
s. 

3. Experimental results analysis 

In the field of planetary science, precise measurement of the motion 
state of a moving carrier represents an important part of scientific 
exploration missions. Considering the problem that the ground envi
ronment cannot meet the microgravity conditions in deep space and can 
cause measurement errors, this study constructs a motion carrier state 
estimation and measurement platform. A microgravity environment was 
constructed using the drop tower of the Institute of Mechanics, Chinese 
Academy of Sciences. The drop tower included the release device, drop 
cabin, and recovery device, and the overall drop height was approxi
mately 116 m. The release device controlled the drop cabin to achieve 
free fall, and the recovery device ensured the safe landing of the drop 
cabin. The internal space of the drop cabin could reach a microgravity 
environment, the effective microgravity time was roughly 3.25 s, and 
the microgravity level was 10-2g. 

Fig. 12. The motion carrier landing sequence images obtained by the four cameras.  

Fig. 13. (a), (b) Homonymous points selected inside the release structure; (c), (d) homonymous points selected by the carrier in the release stage of the release 
structure; squares of different colors denote pairs of the homonymous points; red numbers represent the number of feature points. 
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3.1. Carrier motion state measurement platform 

To measure the pose change of the carrier in a microgravity envi
ronment accurately and verify the control performance of the release 
structure, a carrier motion state measurement platform was constructed. 
The platform included a protective bracket, a binocular stereo camera, 

an IMU, a light source, an industrial computer, and a release structure. 
The protective bracket was used as a platform foundation for the above- 
mentioned equipment. The binocular stereo camera and IMU were used 
for image acquisition during the movement of the carrier and the data 
measurement of the landing pose. The light source provided light illu
mination during the landing. The industrial computer was used for data 
storage, and the release structure controlled the carrier release. 

The main process of the carrier state measurement was as follows. 
First, the measuring platform equipment was fixed on the drop-off disc 
and sealed up. Then, the drop cabin was connected with the drop tower 
release device, and the height was increased to be landed. Finally, the 
release device was controlled at the ground station to release the drop 
cabin, enter the microgravity environment, and use the PLC to control 
the release of the carrier inside the release structure. Further, two sets of 
stereo cameras and IMU were controlled to complete synchronous im
aging of the carrier landing process, which provided basic data for 
motion state parameter estimation. 

3.2. Measurement coordinate system establishment and camera 
calibration 

Aiming to obtain accurate camera parameters, this study calibrated 
two sets of stereo cameras using the control field calibration method, 
and characteristic targets were arranged in the field of view of the stereo 
cameras as control points. First, the high-precision theodolite TM5100A 
and TM6100A with an angle measurement accuracy of 0.5″ and a 
reference ruler were used to measure the 3D coordinates of the feature 
points in the target circle area in the experimental field. Moreover, the 
world coordinate system was defined, as presented by the blue coordi
nate system in Fig. 7(b). Then, the camera coordinate system was con
structed according to the installation positions of the two sets of stereo 
cameras, which is denoted by the red coordinate system in Fig. 7(b), 
where the Y-axis is + clockwise, and the X and Z axes are + counter
clockwise. The method presented in Section 2.3, the cooperative feature 
target circle center-fitting method, was used to extract the coordinates of 
the center image point of the target. Based on the measurement results 
and the geometric relationship between the feature points, the camera 
calibration method with additional geometric constraints was employed 
to calculate camera parameters. 

A total of 149 characteristic circular targets were arranged in the 
field of view of the two sets of stereo cameras; cameras A and B had 62 
and 55 effective calibration control points, respectively, and cameras C 
and D had 48 effective calibration control points, as shown in Fig. 8. The 
3D coordinates of all target points were measured by the intersection of 
theodolite, and the coordinates in the X,Y, and Z directions were ob
tained, as well as the overall coordinate RMSE. The statistical results are 
shown in Fig. 9. 

Fig. 14. The diagram of the triangular network encryption process on the 
surface of the carrier: (a), (b) the initial convex hull and the triangular network 
of the left and right images, respectively; (c), (d) the encryption effects of the 
feature points of homonymous points; the green diamond points denote the 
initial homonymous points, and the blue points are the encrypted homonymous 
points; the red area on the left represents the enlarged image of the TIN 
construction. 

Table 5 
The results of the inter-frame homography matrix of a stereo camera.  

Category Homography matrix between frames 154 and 155 

Hl 
⎡

⎣
1.004655 0.013263 - 15.381336
- 0.006016 1.0133807 34.146829

- 1.783383e - 06 7.484501e - 06 1

⎤

⎦

Hr 
⎡

⎣
0.993209 0.007598 0.017758
0.000485 1.007429 25.730181

- 3.846882e - 06 5.004364e - 06 1

⎤

⎦

Fig. 15. (a)–(c) The roll, pitch, and yaw angles measured by the IMU during the carrier landing process; the horizontal axis shows the sampling point index, and the 
vertical axis indicates the measured angle. 
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The statistical results in Fig. 9 show that the average values of the 
149 control points in the three directions and the comprehensive RMSE 
were 0.0096 mm, 0.0242 mm, 0.1559 mm, and 0.1586 mm, and their 
maximum values were 0.019 mm, 0.051 mm, 0.215 mm, and 0.216 mm, 
respectively. Therefore, high-precision control point data could be ob
tained for the overall measurement system. Based on the above- 
presented data, by using the camera calibration method presented in 
Section 2.2 to conduct a joint calibration experiment on two sets of 
stereo cameras, the internal parameters (interior orientation ele
ments—IO) and external parameters (exterior orientation ele
ments—EO), distortion parameters, the corresponding root mean square 
error values were calculated, as shown in Tables 1 and 2. 

In Tables 1 and 2, the IO and EO parameters of the cameras obtained 
by the proposed calibration method are presented. After calculation, the 
errors of the calibration unit weights of the four cameras were 0.305 
pixels, 0.324 pixels, 0.379 pixels, and 0.255 pixels. These results indi
cated that the proposed method could achieve high-precision calibration 
parameters, thus providing a benchmark for the 3D high-precision 
reconstruction of feature points. In addition, to verify the reliability of 
the proposed calibration method, 30 checkpoints on the release struc
ture were selected for accuracy verification, and the theodolite inter
section measurement data were used as the ground-truth data. The 
results of the methods were compared with the coordinates obtained by 
the total station measurement system. Table 3 shows the error results at 
30 checkpoints obtained by different methods. 

The statistical results of the coordinate deviation of the inspection 
points in Table 3 show that the 3D coordinate deviation of the calibra
tion parameters was the smallest for the proposed method, having an 
average measurement error of 0.0348 mm. Further, to verify the accu
racy of the calibration results, the proposed method was compared with 
the classic self-calibration bundle adjustment method, the CAHVOR, and 
vanishing points [54]. The results indicated that the average measure
ment error of the proposed method was reduced by 44.14%, 62.17%, 
and 67.26%, while the RMSE was reduced by 31.79%, 37.19%, and 
42.37%, respectively. The verification results fully demonstrate the 
reliability and effectiveness of the proposed calibration method. 

3.3. Center fitting of circular target 

An accurate extraction of feature point image point coordinates is 
crucial for 3D reconstruction. The method presented in Section 2.3 was 
used to fit the center of the pixels on the contour circle to obtain the final 
image point coordinates. To realize the model fitting, the least squares 
method has been commonly used to estimate the unknown parameters 
in the known law or model hypothesis empirical formula. It should be 
noted that when the amount of fitting data is large and the accuracy is 
relatively stable, the model fitting effect of this method is good, and a 
reliable fitting model can be obtained [55]. However, in practical ap
plications, there are usually extreme points in the data point set, which 
could lead to deviations in the predicted value and cause the model 
fitting algorithm to fall into a local optimum, thereby reducing the 
fitting accuracy. This problem can be addressed by using the RANSAC 
method, which is a simple parameter estimation method based on data 
points and has good robustness. Therefore, this method was selected in 
this study to estimate reliable parameters from noisy data sets. 

Further, to improve the visualization effect of the model fitting of the 
two methods, the least squares (LS) fitting method and the RANSAC 
method, a comparison experiment of circle center fitting was conducted. 
The center-fitting results of the two methods are shown in Fig. 10(a); 
Fig. 10(b) shows the final center-fitting result of the circular target. 

The visualization effect of the center fitting indicated that the fitting 
circle obtained by the RANSAC method had a higher degree of fitting to 
the actual pixel than that obtained by the LS fitting method. Meanwhile, 
the fitting accuracy and robustness of the two methods were evaluated 
by the indirect method. Based on the global coordinate system, 30 in
spection points were selected, and the 3D coordinate reconstruction was 
completed by using the center-fitting results of the RANSAC and LS 
fitting methods. The results were compared with the ground truth of the 
3D coordinates measured by the theodolite and a standard ruler. The 
fitting accuracy of the two methods was tested by calculating the co
ordinate deviation in the three-axis direction. The statistical chart of the 
coordinate deviations of the inspection point and the quantitative sta
tistical results of the deviation are presented in Fig. 11 and Table 4, 
respectively. 

Fig. 16. (a)–(c) The overall initial reference data of the running velocity, angle, and angular velocity curves of the carrier, respectively; (d)–(f) the velocity, angle, 
and angular velocity movement curves of the carrier inside the release structure, respectively. 
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Based on the statistical results of the 3D coordinate deviations of the 
inspection point, the maximum reconstruction deviations in the X,Y, and 
Z directions were 0.016 mm, 0.021 mm, and 0.017 mm, while the min
imum reconstruction deviations were 0.022 mm, 0.008 mm, and 
0.021 mm. respectively. This indicates that the RANSAC method had 
higher accuracy of 3D coordinate reconstruction in obtaining the center 
image point than the LS method. Meanwhile, the average deviation of 
the former in the X,Y, and Z directions was increased by 7.75%, 7.66%, 
and 9.54%, respectively, compared to the latter, thus indicating that the 
center-fitting method based on the RANSAC was more robust and more 
stable. 

3.4. Carrier motion state measurement results 

Based on the above-presented experimental results, the carrier state 
measurement experiment was conducted. After the cabin entered a 
microgravity environment, two sets of stereo cameras were triggered to 
take pictures synchronously, and a total of 340 frames of the original 
images were obtained. The fields of view of cameras A and B contained a 
total of 32 images with an image index of 137–168, and those of cameras 
C and D contained a total of 15 images with an image index of 233–247. 

The specific details of the landing sequence images are shown in Fig. 12. 
(1) Initial feature homonym point extraction. 
To obtain stable and reliable motion state parameters and evaluate 

the performance of the trigger device of the release structure compre
hensively, the landing process of the carrier was divided into two stages 
of motion; in one of them, the carrier was inside the release structure, 
and in another, the carrier was completely separated from the release 
structure; the carrier motion state for the two stages was estimated 
separately. Therefore, based on the motion sequence images, eight and 
15 pairs of the initial feature points with the same name were selected 
for the internal and external states of the release structure, respectively, 
as shown in Fig. 13. 

(2) Encryption of points with the same name and solution to the 
inter-frame homography matrix. 

Next, to improve the reliability of the motion state parameter esti
mation, the initial feature points were densely matched using the 
method presented in Section 2.4, and the 3D coordinates of encrypted 
feature points were obtained to calculate the motion state parameters. 
The matching results of the homonymous triangulations encrypted 
feature points are shown in Fig. 14. 

Fig. 17. The statistics of the velocity index of the carrier at different stages: (a)–(c) the velocity components in the X,Y, and Z directions, respectively; (d) the 
comprehensive velocity. The horizontal axis indicates the average, minimum, and maximum values of the falling velocity of the carrier in different intervals, and the 
vertical axis represents the velocity. 
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Furthermore, the initial inter-frame homography matrix was used to 
solve the inter-frame homonymous coordinates of encrypted points to 
ensure that the landing sequence images had homonymous points. The 
results of the homography matrix between the 154th and 155th frames 
in the left and right images are presented in Table 5. 

(3) Carrier state parameter estimation. 
The IMU and the stereo vision method were integrated to perform the 

precise measurement of the carrier’s state parameters. First, the IMU and 
stereo vision system were used for data collection before landing; 
namely, the IMU measured the pose changes during the landing process, 
and the stereo vision measured the movement pose of the carrier. Then, 
according to the sampling rate of the IMU and stereo camera, the two 
sets of data were time-aligned by the interpolation method to ensure the 
unity of measurement data. Finally, the method introduced in Section 
2.5 was employed to estimate the motion state parameters of the carrier. 
The change curves of the roll, pitch, and yaw angles of the IMU obtained 
through statistics are shown in Fig. 15. 

According to the pose angle value obtained in the IMU test, the pose 
data of the measurement platform at the corresponding moment could 
be obtained. Combined with the relative pose data of the IMU and 
camera and the pose data of the carrier in the camera coordinate system, 
the pose change of the carrier relative to the center of the Earth was 
obtained. Then, the absolute pose change of the carrier was determined, 
thus avoiding the interference of the external forces. In addition, to 
analyze the motion state of the carrier and the performance of the 
release structure device accurately, based on the initial image, the sta
tistical analysis of the motion parameters of the separation carrier (e.g., 
the velocity, angle, and angular velocity) in the internal, external, and 
overall stages of the release structure was conducted. The analysis re
sults are shown in Fig. 16. 

The measurement results indicated that the velocity of the carrier 
along the X-axis direction during the movement was from 14.74 mm/s at 
the beginning to − 2.4471 mm/s after it was completely separated, 
showing a downward trend. Meanwhile, the velocity along the Y-axis 
direction Vy was the largest. When the detached camera started to fall, 
the velocity was approximately 212 mm/s. After it was completely de
tached, the velocity was 206.289 mm/s and remained relatively stable. 
The velocity along the Z-axis direction was the smallest, and the 

maximum Vz was 4.06 mm/s. The velocity after the carrier was 
completely separated from the release structure was − 0.797 mm/s, and 
there was basically no change in the velocity. During the falling process 
of completely breaking away from the release structure, the velocity of 
the carrier along each axis tended to increase. The velocities in the three 
directions before falling were − 9.173 mm/s, − 299.0058 mm/s, and 
− 0.6090 mm/s, which showed that the carrier had certain acceleration 
during the landing process, indicating that the experimental environ
ment might not fully meet the microgravity environment standard. 

At the same time, according to the angle and angular velocity motion 
curves of the carrier, the carrier rotated irregularly inside the release 
structure due to the elastic force in the release structure. The initial 
rotation angle around the X-axis was 0.493◦, and the rotation angle 
during the landing process was between − 0.16◦ and 0.5◦. The initial 
rotation angle around the Y-axis was 0.0138◦, and the rotation angle 
during the landing process was between − 0.23◦ and 0.06◦. Lastly, the 
rotation angle around the Z-axis was between − 0.5◦ and 0.15◦; it 
showed a clockwise rotation trend first and then a counterclockwise 
rotation trend, reaching a 0.148◦ rotation change after complete release, 
which indicated that the carrier was subjected to irregular thrust inside 
the release structure. 

Further, to study the motion details of the carrier landing process 
deeply and make a reasonable judgment on the stability of the unlocking 
device of the release structure, statistical data on the motion velocity, 
angle, and angular velocity changes between the front and rear frames of 
the carrier were obtained. In addition, the quantitative indicators of the 
movement of the carrier inside and outside the release structure and the 
whole process of the release structure were statistically analyzed to 
achieve a more reliable evaluation basis for the release structure. The 
statistical data on the quantitative indicators are shown in Figs. 17–19. 

Based on the statistical results of the inter-frame motion state in
dicators, it could be concluded that during the landing process, the ve
locity of the carrier along the X- and Z-axis was relatively stable. The 
absolute value of the rotation velocity in the X-axis direction was within 
18 mm/s, and the absolute value of the rotation velocity in the Z-axis 
direction was within 4 mm/s, indicating that there was basically no 
velocity change in the X- and Z-axis directions between the frames. The 
frame-to-frame velocity of the carrier along the Y-axis changed incre
mentally, and there was an acceleration of 0.014 m/s2. The calculation 
results obtained from statistical velocity data indicated an unbalanced 
force on the carrier when the release structure triggered the release. 
Moreover, since the carrier was received inside the release structure, the 
carrier rotated irregularly due to the thrust. After it was completely 
separated from the release structure, its angle change was relatively 
stable. The rotation angle change along the X and Z axes was within 
0.15◦, and that along the Y-axis was 0.33◦, indicating that the force 
acting on the carrier in the Y-axis direction was greater than those acting 
in the X- and Z-axis directions. The angular accelerations along the Y-, X- 
, and Z-axis directions were − 0.00659 rad/s2, − 0.08907 rad/s2, and 
0.03520 rad/s2, respectively. 

According to the quantitative statistical results of the movement 
index of the carrier in the release structure, complete release, and 
overall stage, the average, minimum, and maximum values of the 
movement index of the carrier in the release structure were the highest 
among the three stages. The movement change range along the Y-axis 
was wider than those along the X and Z-axes. 

In terms of the velocity, the comprehensive velocity inside the 
release structure showed a counterclockwise rotation trend at a velocity 
of 206.1952 mm/s, and the external rotation was counterclockwise at a 
velocity of 312.2681 mm/s; the maximum comprehensive velocity had a 
counterclockwise rotation trend at a velocity of 439.0490 mm/s. The 
velocity of the carrier increased and changed, but the velocity changes 
were most obvious in the Y-axis direction. 

In terms of angles, the mean values of the comprehensive angles in 
the interior, exterior, and overall stages of the release structure were 
0.39◦, 0.21◦, and 0.25◦, respectively, and the maximum changes were 

Fig. 18. The statistics of the angle index of the carrier at different stages: (a)– 
(c) the angle components in the X,Y, and Z directions, respectively; (d) the 
comprehensive angle. The horizontal axis shows the average, minimum, and 
maximum values of the falling angle of the carrier in different intervals, and the 
vertical axis represents the changing angle of the carrier along the 
three directions. 
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0.68◦, 0.39◦ and 0.68◦, respectively. This indicated that the change 
range of the carrier inside the release structure was larger than that 
outside the release structure. When fully released, the motion state was 
relatively stable, and the angular velocity and angle change had a linear 

relationship. This indicated that the trigger device performance of the 
release structure was influenced by the external force to a certain extent, 
and the ideal no-force state could not be achieved; thus, the trigger 
performance of the device needs to be further optimized. 

Fig. 19. The angular velocity index statistics of the carrier at different stages: (a)–(c) the angular velocity components on the X,Y, and Z axes, respectively; (d) the 
comprehensive angular velocity. The horizontal axis shows the average, minimum, and maximum values of the rotational angular velocity of the carrier in different 
intervals, and the vertical axis represents the angular velocity value. 

Fig. 20. The schematic diagram of the checkpoint distance distribution; squares of different colors denote different checkpoints; yellow “+” represents the center of 
the target circle, and red numerals denote the numbers of feature checkpoints; P1 is the reference point, and the seven connecting lines between each of checkpoints 
P2–P8 and point P1 are the point distance reference lines. 
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3.5. Proposed method stability assessment 

Next, to verify the stability and reliability of the proposed method, 
three sets of experiments on moving carrier separation were performed, 
and the moving state of the carrier was precisely measured. First, in the 
landing sequence images of the carrier, the images of three stages of the 
carrier, namely pre-release, mid-release, and sub-release stages, were 
selected as test data. Then, eight common checkpoints evenly distrib
uted in all cooperative target circles in the three images were selected as 
distance verification samples, and the 3D coordinate reconstruction of 
the checkpoints was completed. Finally, distances of the seven lines 
connecting each of checkpoints P2–P7 and point P1 were calculated, and 
the maximum and minimum values of their distance differences in the 
three groups of separation experiments were determined to evaluate the 
stability of the measurement system. The sequence image samples and 
the checkpoint distance distribution are shown in Fig. 20. 

By using statistics on the average distance between the checkpoints 
in the three sets of sequence images, the distance between checkpoints 
(DBC) and the maximum and minimum values of distance differences 
were obtained, as shown in Table 6. 

The statistical results in Table 6 show that the distance measurement 
results of the seven checklines obtained using eight public checkpoints 
were stable, and the maximum distance difference between the check
lines was that between points P1 and P8, which equaled 0.098 mm. The 
reason for the analysis was that the distance between points P1 and P8 
was the farthest, and when the carrier was released, the distance mea
surement error was relatively large due to the rotation. The minimum 
distance difference between the checklines was 0.005 mm, and the dis
tance difference values were all less than the point 3D reconstruction 
accuracy of 0.14 mm, indicating that the point spacing measurement 
results did not change. This result fully demonstrated that the proposed 
measurement method had high precision, good stability, and strong 
reliability and thus could provide reliable technical support for the 
carrier attitude measurement tests in deep space exploration. Mean
while, the performance evaluation of the controller could also have a 
certain reference value. 

4. Conclusion 

This study proposes a method for accurate measurement of the mo
tion state of a vehicle in a microgravity environment. First, to simulate a 
microgravity environment in deep space, a high-precision microgravity 
measurement platform is constructed, and the control interface is 
designed to obtain two sets of stereo-camera data to perform synchro
nous imaging of the carrier. Moreover, a self-checking calibration model 
with additional constraints is developed for camera calibration; this 
model can provide high-precision time reference and space reference for 
experiments. Then, the image processing and RANSAC methods are 
employed to obtain the center coordinates and 3D coordinates of the 
target circle, and the IMU and binocular vision are integrated to develop 
a carrier motion state measurement model to ensure the acquisition of 
motion state indicators with high precision, strong robustness, and good 
stability. Finally, the movement state indicators of the carrier in the 
internal, external, and overall areas of the release structure are 

analyzed, and the control device of the release structure is objectively 
evaluated. 

The novelty of this study and the main conclusions drawn based on 
the test results of the proposed method are as follows: 

(1) A camera calibration method with additional constraints is pro
posed, and the LM method is used to solve the global optimal 
calibration parameters rapidly. The number of iterations is 
controlled to five, and the calibration errors of the two groups of 
stereo cameras are (0.305, 0.324) pixels and (0.379, 0.255) 
pixels, which provides a high-precision benchmark for motion 
state measurement;  

(2) The image processing method and the RANSAC method are used 
to fit the center of the circle, and the fitting error is less than 0.2 
pixels. Further, triangulation encryption and various feature 
constraints are combined to perform dense matching of the same- 
name points and 3D coordinate reconstruction. The reconstruc
tion accuracy is 0.379 pixels, which ensures both accuracy and 
stability of the carrier’s pose change parameters;  

(3) By combining the IMU and stereo vision methods for the pose 
measurement, the measurement error of the motion state caused 
by the external force interference can be mitigated, and the 
measurement accuracy of the carrier’s velocity, angle, and 
angular velocity of better than 0.19 mm/s, 0.09◦, and 0.127◦/s, 
respectively, can be ensured. In this way, accurate motion state 
indicators can be effectively obtained; 

(4) The proposed motion state estimation method can reliably eval
uate the control performance of the released structure. 

Considering the problem of carrier attitude estimation in deep space 
exploration, this paper proposes a measurement method that combines 
stereo vision and IMU. Compared to the traditional pose measurement 
methods, the proposed method has the advantages of a simple structure, 
high measurement accuracy, and good stability. In addition, it has a 
certain reference value for the pose control of the carrier and the control 
performance evaluation of the controller in deep space exploration. 
Finally, in the field of multi-sensor fusion positioning, the proposed 
method provides the possibility for vision-assisted positioning technol
ogy for scenes where the GNSS signal is out of lock and cannot be 
located. 

In the future research plan, the author will continue to study the 
precise control of the attitude of the craft into the space environment, 
and the automatic control of the interactive docking between space 
stations in the space movement environment. However, the proposed 
method has certain shortcomings. the on-orbit calibration problem 
needs to be studied further. In addition, the test presented in this study 
uses cooperative targets for feature point extraction. Therefore, the case 
of point sparsity requires further research on automated measurement 
techniques, which could be part of future work. 
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