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ABSTRACT

Modeling of annular flow with the computational fluid dynamics (CFD) is challenging as one has to consider several, rather different,
phenomena simultaneously: the continuous liquid film, continuous gas core, and dispersed droplets. A morphology-adaptive multifield two-
fluid model (MultiMorph) developed by Meller et al. [“Basic verification of a numerical framework applied to a morphology adaptive multi-
field two-fluid model considering bubble motions,” Int. J. Numer. Methods Fluids 93(3), 748–773 (2021)], with three numerical phase fields,
is well suited to simulate such multiple flow structures. Droplet formation plays an important role in annular flow, and a new droplet entrain-
ment model is proposed, expressed as a phase morphology transfer term from the continuous liquid film to dispersed droplets phase field.
The new model is developed based on the shear-off entrainment mechanism on the interfacial wave, implying that the droplet formation is
dominated by the balance between the shear forces and the surface tension forces at the gas–liquid interface. In contrast to the existing
entrainment models, the new model considers the flow parameters locally at the interface, and it is suitable for phase-resolving CFD frame-
works without input of global parameters such as a pipe diameter. The proposed model is implemented in the MultiMorph framework based
on the OpenFOAM Foundation release open-source CFD library. The performance of the new model is evaluated by conducting own annular
flow experiments with void fraction measurements using electrical resistance tomography, as well as with comparison to published models
from the literature. Qualitatively, the model can adequately resolve the formation of interfacial waves on the liquid film downstream from the
inlet. The simulated droplets are primarily generated at the tip of such waves, which is consistent with the physical understanding and experi-
mental observations of droplet entrainment. Quantitatively, the modeled entrained droplet fraction matches well the experimental observa-
tion in the developing entrainment region. The liquid film fraction obtained with the new model is analyzed and compared with the
experimental data. Good agreement between measured and simulated statistics of the liquid film fraction, i.e., the mean, standard deviation,
probability density function, and power spectral density, is demonstrated.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0169288

I. INTRODUCTION

In gas–liquid two-phase flow, there are various flow regimes due
to different gas and liquid velocities. Annular flow is an important flow
regime that occurs when the gas velocity is relatively high compared to
the liquid velocity. It is widely encountered in numerous industrial
fields, such as chemical processing, nuclear reactor safety, and natural
gas production. Generally, annular flow features a liquid film on the
pipe wall and a gas core in the pipe center.1 The gas core and the liquid

film are separated by a gas–liquid interface that is characterized by
interfacial waves. If the gas and liquid superficial velocities satisfy cer-
tain conditions, droplets can be generated from interfacial waves and
can be entrained into the gas core. This process is called droplet
entrainment. On the other hand, some droplets in the gas core could
return to the liquid film, which is called droplet deposition. Droplet
entrainment and deposition play pivotal roles in the mass, momentum,
and energy transfer between the gas core and liquid film.
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The modeling of annular flow is still a challenging task because of
the complexity of the flow. Based on the characteristics of annular
flow, some scholars proposed mechanistic models to predict specific
parameters, such as pressure gradient, film thickness, entrainment
rate, deposition rate, wave frequency, or velocity. In addition to these
mechanistic models, the computational fluid dynamics (CFD) is
becoming a powerful approach to model the annular flow predicting
its flow properties.

In recent years, extensive CFD analyses of annular flow have been
performed by lots of researchers. Due to the complexity, there is no
unique numerical method to simulate all physical phenomena of annu-
lar flow. Hence, different simulation approaches for various purposes
can be found in the literature. Some studies aimed at investigating the
interfacial phenomena and reconstructing the interface structure by
interface tracking approaches. Volume of fluid (VOF) and level set
methods have been used to study the development of interfacial
waves,2–5 entrainment processes,6–9 deposition processes,10 and the fea-
tures of liquid films.11–14 In some studies interested in the characteristics
of the entrained droplets, the Lagrangian framework,15–17 the lattice
Boltzmann method,18 and the population balance model19 have been
used.

Another category of numerical methods is multifield methods
based on the two-fluid model. They allow the coexistence of multiple
flow morphologies: gas core, liquid film, and droplets are modeled as
separated phases. This approach has great potential to predict the
properties of annular flow. Adechy and Issa20 proposed a three fields
model to predict annular flow in vertical and horizontal pipes. In this
model, the gas core is represented as a mixture of gas and droplets,
where the gas phase is controlled by the Eulerian transport equations,
and the droplets are simulated by a Lagrangian method. As for the liq-
uid film, a simplified boundary layer was used. Alipchenkov et al.21

proposed a model that consists of individual mass, momentum, and
energy equations for the gas core, droplets, and liquid film. Their simu-
lation includes a droplet number density to estimate the mean particle
size. H€ohne et al.22 used the algebraic interfacial area density (AIAD)
framework to simulate annular flow. The gas core, liquid film, and
droplets can be accounted for in this framework, and blending func-
tions are defined based on the volume fraction to identify different
morphologies. A sub-grid droplet entrainment model was established
to simulate the annular flow in horizontal pipes. To predict the dryout
in Boiling Water Reactors, Li and Anglart23 proposed a three-fields
model specified for annular flow, where the liquid film is modeled by a
two-dimensional film model. The gas core is either simulated with the
Eulerian–Eulerian24 or with the Eulerian–Lagrangian23 approach.
Liquid film evaporation, droplet entrainment, and deposition are con-
sidered as source terms in the conservative equations.

Recently, the morphology-adaptive multifield two-fluid model
(MultiMorph) was established.25,26 This framework combines the two-
fluid model for sub-grid flow structures and VOF-like interface track-
ing method for large resolvable interfaces. The two-fluid model is
combined with the compact momentum interpolation method for
multiphase flow,27 and the strong phase coupling in resolved interfacial
regions is realized by a partial elimination algorithm.28 The
MultiMorph model allows to simulate an arbitrary number of phases
simultaneously, and each phase is represented by its individual set of
conservation equations. Due to these advantages, the morphology-
adaptive framework is suitable to model the complicated annular flow

and will be applied in this work. For the multifield fields model, closure
models that describe interfacial momentum and mass transfer are
important to produce reliable results. Recent work improved the mor-
phology adaptive model’s performance for interface modeling.29

However, for modeling annular flows, the morphology-adaptive frame-
work lacks a closure formulation for droplet entrainment. Therefore, an
entrainment model should be introduced in this framework.

There are numerous droplet entrainment models available in the
literature. However, the majority of existing models are not applicable
to resolving CFD simulations, as they are based on integral quantities,
such as average film thickness and superficial velocity.30–34 This fea-
tures make the aforementioned models suitable for the one-
dimensional annular flow simulations, although they are of limited use
for three-dimensional modeling approaches that should be based on
local hydrodynamic parameters. One classic model that which belongs
to this category was proposed by Okawa et al.30 A rare exception is the
sub-grid entrainment model for annular flow proposed by H€ohne and
H€ansch,35 which has been implemented and applied in the AIAD
model. Their model35 was developed under the assumption that turbu-
lence is the dominant mechanism to drive droplet entrainment at the
free surface, which is an adaption of Ma et al.’s36 bubble entrainment
model. It is assumed that, due to the turbulence, the interface becomes
wavy and, hence, forms a bulge. Subsequently, the droplets are gener-
ated in a layer close to the interface. In this case, the entrainment rate
is related to the turbulence kinetic energy and to the liquid velocity.

At the same time, a generally accepted concept is that the droplet
entrainment happens due to the deformation of the gas–liquid interface,
which can be understood as a consequence of the interfacial force bal-
ance. Five entrainment mechanisms were identified due to the interfacial
deformation features:37 roll wave, wave undercut, bubble burst, liquid
impingement, and liquid bulge disintegration. These five mechanisms
occur at different flow conditions. Previous studies reported that in a co-
current annular flow with low viscous fluids or high gas velocities, the
droplet entrainment is mainly attributed to the roll wave mecha-
nism.38,39 On the top of the roll wave, the drag force and surface tension
determine the wave deformation. If the gas velocity is high enough and
the surface tension is not sufficient to retain the interface structure, the
frictional force shears off the crest of the wave, and droplets are formed
on the top of the wave. This understanding implies that the droplet
entrainment is closely related to interfacial waves and to shear forces.
Hence, a sub-grid entrainment model based on the local shear is crucial
for a successful multifield modeling of annular flows.

This paper aims to simulate the droplet entrainment in annular
flows by means of the MultiMorph model. Three phases (continuous
gas, continuous liquid, and dispersed liquid) exist simultaneously, and
one set of conservation equations is solved for each phase simulta-
neously. A new sub-grid droplet entrainment model based on the local
shear is proposed to predict the entrainment process on the interface.
Laboratory experiments are carried out in order to obtain qualitative
and quantitative reference data for vertical annular flows. A compari-
son with experimental data are presented to evaluate the performance
of this new entrainment model.

II. NUMERICAL MODEL
A. Morphology-adaptive multifield two-fluid model

In theMultiMorphmodel, annular flows are represented by three
phases: liquid film, gas core, and droplets. Here, the liquid film and the
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gas core are both modeled as continuous phases, and the droplets are
simulated as a dispersed phase. The conservation equations for mass
and momentum for each individual phase a are presented in Eqs. (1)
and (2), respectively.25

@raqa
@t

þr � ðraqavaÞ ¼ Ca; (1)

@raqava

@t
þr � ðraqavavaÞ

¼ �rarP þr � Ta þ raqag þ
X
b6¼a

Fab þMa ; (2)

Ca ¼
X
b6¼a

Cab; Ma ¼
X
b6¼a

Cabvc: (3)

Here, r is the phase fraction, q is the phase density, v is the phase
velocity, C is the source term of mass transfer, t is the time, P is the
pressure, T is the effective stress tensor, g is the gravitational accelera-
tion, F are the closure forces, and Ma is the momentum source term
resulting from the mass source terms. The mass transfer velocity vc is
equal to vb for positive Cab (transfer from phase b to phase a); other-
wise, it is equal to va. Note that the source terms (3) only contribute if
a phase transfer is active.

The subscripts a and b represent a specific phase. The present
work considers three phases: continuous liquid (l), continuous gas (g),
and dispersed droplets (d).

In Eqs. (1) and (2), closure models are used to describe the mass
and momentum transfer between phases. The simulation of annular
flow should account for the phase interaction between the liquid film
and gas (two continuous phases), as well as the interaction between
droplets and gas (dispersed phase in a continuous phase).

B. Closure models for liquid film and gas

1. Surface tension

The surface tension model from Brackbill et al.40 is adopted,

Fr
ab ¼ rarabjabn̂ab: (4)

The sub-script ab indicates that the transfer is considered
between the phases a and b. jab is the interface curvature. It is com-
puted from

jab ¼ r � n̂ab: (5)

Here, the n̂ab is the unit vector normal to the interface, which is
calculated from the phase fraction gradient, rr

jrrj. For the considered air-
water system, a constant surface tension coefficient rab ¼ 0:072N=m
is used.

2. Drag force between gas core and liquid film

The drag closure model of Ishii and Mishima41 is used to describe
the drag force between the gas core and the liquid film

FD;IM
ab ¼ �CIM

D

qab
2

aI jjvab;slipjjvab;slip: (6)

The drag coefficient is denoted by CIM
D ; qab is referred to as the

volume-fraction weighted density between phases a and b, vab;slip is
the slip velocity between the gas phase and the liquid film, and aI
denotes the interfacial area density.

In annular flows, the interface is relatively wavy and rather
deformed, so the drag coefficient would be larger than the coefficient
of a regular shaped sphere. Based on this approximation, Ishii and
Mishima37 suggested that the drag coefficient equals to one. Hence, in
the current simulation, CIM

D ¼ 1 is adopted for the wavy interface in
annular flow.

3. Turbulence modeling

The k� x SST (Shear Stress Transport) RANS model of
Menter42 is used to simulate the two-phase flow turbulence. To
improve the turbulence modeling near the interface, turbulence damp-
ing should be taken into consideration. For this purpose, an additional
damping term can be added to the turbulence equations to model the
wall-like damping effect near the interface. The damping term formu-
lation of Frederix et al.43 is applied to the x equation in the k� x SST
turbulence model by Tekav�ci�c et al.,29 as shown in Eqs. (7) and (8).
This formulation is used hereafter.

@raqaxa

@t
þr � ðraqavaxaÞ

¼ r ra la þ rxl
T
a

� �rxa

� �þ raqac
lTa

~Pa � braqax
2
a

þ 2 1� F1ð Þ raqarx2
xa

rka � rxa þ Sxa ; (7)

Sxa ¼ Arabqa
�a

bd2a

� �2
: (8)

Here, la denotes the dynamic molecular viscosity of phase a, lTa
is the eddy viscosity, and ka is the turbulent kinetic energy. The model
coefficients are b, rx2; rx, c, and F1, and ~Pa is the turbulent kinetic
energy production term of the k� x SST model. The interface indica-
tor field is referred to as A, �a ¼ la=qa is the kinematic viscosity, and
da is the damping length scale. In the simulation, the damping term is
set to 10�4m and applied in the gas phase only.

C. Momentum closure models for droplets in gas

The closure models for droplets and gas are selected according to
Agostinelli.44 The drag force for droplets and gas is calculated by

FD;SN
ab ¼ 3

4
CSN
D

d
raqbjjvab;slipjjvab;slip; (9)

where a is the droplet phase with droplets of diameter d, and b is the
gas phase. Here, vab;slip is the slip velocity between the gas phase and
droplets. The drag coefficient CSN

D is selected according to Schiller and
Naumann45

CSN
D ¼

24
Red

1þ 0:15Re0:687d

� �
; if Red � 1000

0:44; else;

8><
>: (10)

with the Reynolds number Red computed based on the droplet
diameter.

III. DEVELOPMENT OF THE ENTRAINMENT MODEL

For the simulation of annular flow, closure models for the mass
transfer between the droplets and liquid film should be added.
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There are two important mass transfer mechanisms in annular flow:
droplet entrainment and droplet deposition. It should be noted that it
is difficult to discriminate and investigate the two contradictory phe-
nomena in one case, since droplet entrainment and deposition hap-
pens simultaneously. This work focuses on the droplet entrainment;
the droplet deposition is ignored so that the entrainment model can be
studied independently. In this section, a new droplet entrainment
model designed for the sub-grid CFD simulation is established based
on the shear-off mechanism.

A. Droplet entrainment model for under-resolved
interfaces

The goal of the present work is to find an empirical droplet
entrainment model, which

(1) captures the main entrainment mechanisms,
(2) only bases on locally available quantities, and
(3) is applicable even on coarse meshes.

It has been proven that the Weber number is the decisive param-
eter to predict droplet entrainment rates.30–32 The number’s definition
is problem-dependent, but can be understood as the ratio of destabiliz-
ing kinetic energy to stabilizing surface energy. Entrainment models of
the aforementioned type are based on the assumption that the gener-
ated droplet mass per unit time and unit interfacial area, _md , is propor-
tional to an interfacial Weber number,WeI

_md ¼ CEqlUWeI: (11)

The constant dimensionless parameter CE is expected to be case-
dependent and is determined later in Sec. VA. The characteristic
velocity U is defined as the ratio of the kinematic liquid viscosity �l to
the capillary length scale La, as shown in Eq. (12), which is motivated
by the scaling suggested by Okawa et al.,30

U ¼ �l
La

with La ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r
jjgjjðql � qgÞ

s
: (12)

The Weber number is usually computed from the superficial gas veloc-
ity resulting in a global (integral) Weber number definition. However,
for the present work, a local criterion is required. Therefore, the inter-
facial Weber number is defined according to

WeI ¼
qg jjvþ

l � vþ
g jj2La

r
: (13)

Here, vþ
l and vþ

g denote the velocity vectors on the liquid and
gas sides of the interface, respectively. These values are communicated
across the width of the interface, as suggested by Meller et al.46 The dif-
ference jjvþ

l � vþ
g jj can be seen as a measure for the under-resolved

relative interface velocity. It has a finite value in the case of coarse
mesh resolutions and vanishes on very fine meshes. Again, the length
scale in Eq. (13) is set to the capillary length La defined in Eq. (12).

The entrainment rate in Eq. (11) is an area-specific mass source
(kg s�1 m�2). The corresponding volume-specific mass source Cd

(kg s�1 m�3) is obtained by multiplication with the interfacial area
density. For a continuous interface, the interfacial area density is equal
to the magnitude of the volume fraction gradient jjrrljj. This allows
to write

Cd ¼ jjrrljj _md ¼ jjrrljj ql�lLa
CEWeI; (14)

which is the volume-specific formulation of the interfacial droplet gen-
eration. The liquid is reduced accordingly

Cl ¼ �Cd: (15)

This transfer from continuous liquid to disperse liquid is applied in
cells where the following conditions are fulfilled,

rl > e and hrgi ¼

X
f

Af brgcfX
f

Af

> 0:01: (16)

The first condition ensures that there is at least some continuous phase
(water) in the cell, which can be converted to the disperse state (drop-
lets). The residual value e is set to 10�6. The second equation describes
a face average of the continuous gas fraction computed from the cell
face area Af and the volume fraction values interpolated to the face
brgcf . It ensures that the cell is located in the vicinity of a continuous
interface (air in the present case). Note that the interpolation step
brgcf is crucial to make sure that neighbor cells are also considered.

Experiments from previous works32 suggest that the droplet rate
does not increase anymore if the Weber number reaches a critical
value, i.e., the entrainment rate saturates at a given Weber number.
Wang et al.32 reported an upper limit of approximately ql�f =ð2LaÞ.
However, such a limit is not considered in the present work as it was
not observed in the experiments described below.

B. Robust implementation of interfacial mass transfer

A procedure for a reliable interfacial mass transfer implementa-
tion is proposed. It avoids the problems occurring with the naive
implementation.

1. The problem of empty interfacial cells

A given interfacial mass transfer _md can be translated to a volume
source Cd according to

Cd ¼ jjrrljj _md: (17)

This ensures that the generated mass scales with the area of the interface
(and not with the cell volume). However, the implementation of Eq.
(17) is not sufficent. Practical tests reveal that the mass rate observed in
the simulation is under-estimated and oscillates. The oscillations are
stronger on coarse meshes. This is visible in the demonstration test case
discussed below (Fig. 2, top). The reason is the following: to realize a spe-
cific mass of droplets according to a given rate, each cell with non-zero
jjrrljj needs to contribute to the phase transfer. However, if an interface
cell with jjrrljj 6¼ 0 does not contain any continuous water (rl¼ 0),
then there is no material to create droplets from. This situation is
sketched in Fig. 1: the interfacial area density jjrrljj computed for the
cell C from the interpolated rl values is non-zero, but there is no contin-
uous material, which can be transferred to disperse material.

2. Improvement

The idea is to identify interfacial cells without continuous water,
and let the next non-empty neighbor cell realize the missing
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proportion of the transfer in addition. In Fig. 1, for example, there are
three interface cells (A, B, C), each with a specific value of jjrrljj com-
puted from the interpolated continuous void fraction. Cell C cannot
contribute to the transfer as there is no continuous material available.
Instead, the missing amount of disperse material (supposed to be cre-
ated in cell C) has to be additionally created in cell B. This is done by
adding the interfacial area density of cell C to the interfacial area den-
sity of cell B: jjrrljj0B ¼ jjrrljjB þ jjrrljjC.

In the three-dimensional finite-volume context, this reads

jjrrljj0 ¼ jjrrljj þ C; (18)

with a correction term C. The first step is to find empty neighbors. A
cell is considered as empty, if the extrapolated value

rextrapolatedl � brlcf �
Df

2
jjrnrljjf ; (19)

is below the residual e (set to the same very small value as before). Note
that the magnitude of the gradient is used in Eq. (19) to obtain an effi-
ciently implementable expression that is symmetric with respect to adja-
cent cells. It can be shown that this has no effect on the final correction
term. The interfacial area density of an empty cell can be approximated by

jjrrljjempty neighbour �
rl
2Df

; (20)

with the neighbor cell distance Df. This expression is obtained from the
difference of the face-interpolated volume fractions (assuming an equi-
distant mesh and that an empty interface cell is surrounded by rl 6¼ 0
on the one side and rl¼ 0 on the other side similar to cell C in Fig. 3).
These contributions need to be summed up for all empty neighbor cells

C ¼ rl
2

X
f

1
Df

pos e� rextrapolatedl

� �
: (21)

Note that posðxÞ gives 1 if x> 0 and zero otherwise. Hence,
posðe� rextrapolatedl Þ gives 1 if the cell face is adjacent to an empty
cell. This procedure allows to represent the total amount of interfa-
cial area density on cells with non-zero continuous material.
Overall, there are three steps: extrapolation of the liquid fraction
[Eq. (19)], collection of the interfacial area density contribution of
each empty neighbor cell [Eq. (21)], and correction of the local
interfacial area density (18). An efficient way to compute [Eq. (21)]
is to compute the expression posðe� rextrapolatedl Þ=Df for each cell
face first, before evaluating C for each cell.

3. Demonstration

It is demonstrated by means of a one-dimensional test case
with a prescribed constant droplet entrainment rate (Fig. 2,
H ¼ 1 m). Droplets are created at a hanging free interface, before
falling down into a continuous reservoir. The upper continuous
water layer cannot move downward as it is strongly coupled to the
continuous water. The same mesh study is carried out for the case
without correction and with the described correction (Fig. 3). The
number of cells in the vertical direction is doubled three times.
Without the proposed correction, the entrainment rate is under-
estimated, oscillates, and has problems when the upper water reser-
voir runs dry (Fig. 3, top, slope changes at approximately 2 s). The
proposed correction of the interfacial area density significantly
improves the situation and allows to realize the prescribed constant
entrainment rate (Fig. 3, bottom).

FIG. 2. Basic test with a prescribed constant droplet entrainment rate.

FIG. 1. Volume fraction distribution (gray) and face-interpolated values (circles) for
a given diffuse interface. Cells A, B, and C are interface cells (non-zero values for
the interfacial area density jjrrl jj computed from interpolated volume fraction). No
disperse material can be created in cell C because there is no continuous material
that can be transferred to droplets.

FIG. 3. Accumulated droplet volume over time without the proposed correction (top)
and with the proposed interfacial area density correction (bottom).
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C. Properties of the proposed model

The basic properties of the model proposed in Eq. (14) are assessed
in the following. The difference to a constant rate model is the depen-
dence of the rate on the interfacial Weber number. A generic test case is
considered to demonstrate the consequences. This two-dimensional
demonstration case features a water–air stratification, where the upper
air layer is driven by the moving top wall. The bottom wall is at rest, and
periodic boundary conditions are applied in the horizontal direction.
The proposed model is active on the continuous interface, which is ini-
tially placed in the center of the domain. The domain has a height of
H ¼ 22 mm. The situation is sketched in Fig. 4.

The moving top wall results in a shear flow producing non-zero
values for the interfacial Weber number WeI. A refinement study with
N ¼ 5; 11; 23; and47 cells in the vertical direction is performed so that
the interface is always located in the center of the center cell to allow
comparison. Here, the interfacial Weber number WeI is recorded
(Fig. 5). The better the shear flow is resolved, the lower the value. The
entrainment rate scales accordingly (not shown). The mesh dependency
of the interfacial Weber number is in principal desired as it is designed
with the hope to detect under-resolved situations. Future work will show
whether this approach can help to realize a continuous transition into
fully resolved entrainment regimes. However, this is strongly connected
to resolution-adaptive momentum coupling,46 which is not part of the
present work. Note that implementation and testing were carried out
carefully (see Sec. III) to make sure that the interfacial Weber number is
the only highly mesh-dependent quantity. The proposed model is
applied in a more complex setup in the following.

IV. LABORATORY EXPERIMENTS AND NUMERICAL
SETTINGS

Laboratory experiments were conducted to evaluate the perfor-
mance and characteristics of the proposed entrainment model. The
experimental setup and conditions, and the corresponding numerical
case are presented in the following.

A. Experimental facility and geometry settings

Figure 6 shows the flow loop of the experiment, which consists of
supply systems, test section pipes, and measuring devices. Tap water
and air are used as the liquid and gas phases, respectively. A centrifugal
pump is used to supply water from a water tank, and a screw air pump
is adopted to introduce high speed air to the flow pipe. Atmospheric
pressure and ambient temperature are used as the operational pressure
and temperature, respectively. The test section pipe is made of trans-
parent plexiglass, so that the flow structure can be captured by visual
observation. As shown in Fig. 6, the test section consists of a circular
pipe with an inner diameter D ¼ 50mm and a wall thickness of
10mm. It is vertically oriented with the length of 3.5m. The pipe
length is 70D, suitable for fully developing an annular flow. A mixture
of gas and liquid is injected at the inlet section at the bottom of the ver-
tical pipe to form the co-current annular flow. Eventually, the air is
released into the atmosphere, and the water flows back to the tank.

An electrical resistance tomography (ERT) instrument is located
at z¼ 3m, with z being the streamwise direction, to obtain the integral
void fraction. Its inner diameter is the same as that of the flow pipe,
i.e., 50mm. Compared with other multiphase measuring, such as wire
mesh and conductivity probes, a primary advantage of ERT is that it
uses non-intrusive technology so that the phase distribution can be
measured without disturbing the interior flow.47,48 The original signal
acquired from the electrodes by a data acquisition system is processed
by a post-processing software. A digital single-lens reflex camera is

FIG. 4. Basic test with shear-induced droplet entrainment.

FIG. 5. Interfacial Weber number for different mesh resolutions. FIG. 6. Schematic of the experimental flow loop.
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located in front of the transparent pipe. A shadowless lamp is placed
behind the transparent pipe to provide sufficient light, so different
interfacial structures could be discriminated by visualization. To
observe the interfacial structures clearly, the photo mode of the camera
is set at a shutter speed of 1/6000 s to obtain high-resolution photos.
More details about the experimental setup and measurements using
ERT can be found in previous studies.49

Figure 7 shows the geometry of the computational domain, corre-
sponding to the flow pipe in Fig. 6. At the bottom, an inlet pipe with a
length of 0.15m is attached. Water is injected via a water annulus, and
air enters the domain through the inner pipe section. In the inlet sec-
tion, water and air channels are separated via a thin baffle that acts as
an internal no-slip boundary. In accordance with the experiment, the
flow pipe is 3.5m long. In order to observe the spatial development of
the pipe flow, sample data are extracted along radial lines at the follow-
ing locations downstream the inlet section of the pipe:
z¼ 0:01; 0:5; 1:0; 1:5; 2:0; 2:5; 3:0; and3:49 m. For the simulation,
the operating point with respective superficial velocities of vsg ¼ 22:64
and vsl ¼ 0:17m=s for gas and liquid is selected.

B. Initial and boundary conditions

The inlet velocities of gas and liquid are calculated by the superfi-
cial phase velocity and the area occupied by each phase, as shown in
the following equations:

vg;in ¼
vsgD2

D� 2dð Þ2 ; (22)

vl;in ¼ vslD2

D2 � D� 2dð Þ2 : (23)

The superficial velocities of gas and liquid are denoted vsg and vsl,
respectively, and D is the pipe diameter. The thickness of the water
inlet is referred to as d.

The outlet condition is specified to ensure a constant mean value
of pressure. Neumann type boundary conditions are used for the
remaining fields. Table I presents the initial-phase specific turbulent
kinetic energy ka and specific dispassion rate xa. The phase-specific
turbulent kinetic energy ka is predicted from the turbulence intensity
Ia, as shown in Eq. (24).29 The specific dissipation rate was calculated
by Eq. (25),29 assuming a fixed value for lTa =la. The pipe wall is set as
no-slip condition, and the wedge faces are set as axis-symmetry
boundaries.

kina ¼ 3
2

vin
a Ia

� �2
; (24)

xa ¼ qkka
la

lTa
la

 !�1

: (25)

C. Grid generation

The uniform mesh size in the axial direction is 2mm. To
achieve a higher mesh resolution toward the wall and to represent
the gas–liquid interface more accurately, more grid cells are
required close to the pipe wall. Hence, the expansion ratio is
applied in the radial direction. In this case, expansion ratios of 0.2
and 0.5 are used for the inner and outer tube, respectively. As a
result, the inner and the outer tubes are resolved with 12 and 4
cells, respectively. This results in a total number of 26 957 grid
cells. The robustness of the results was proven in a preliminary
refinement study with two refinement levels confirming the prop-
erties reported in Secs. III B and III C.

V. RESULTS AND DISCUSSION

The new entrainment model is evaluated in this section by com-
paring it with experimental data and correlations from published stud-
ies. For this purpose, the results and discussions are arranged in five
parts: in Sec. VA, a parameter study is carried out to determine model
coefficients. Subsequently, the performance of the new model is

FIG. 7. Simulation geometry, where the red region indicates gas inflow, and the yel-
low region is water inflow. Three sampling locations are shown exemplary.

TABLE I. Material properties and inlet conditions.

Quantity (unit) Air (g) Water (l, d)

qa (kgm�3) 1.204 998.3
vin (m s�1) 24.5659 2.1683
Ia (-) 0.05 0.05
lTa
la

(-) 10 10
la (Pa s) 1:824� 10�5 1:002� 10�3

ka (m2 s�2) 2.2631 0.0176
xa (s�1) 1:4938� 104 1:7566� 103
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discussed in Secs. VB and VC, where qualitative and quantitative
results are shown, respectively, and compared with the experimental
data.

A. Parameter study

As mentioned in Sec. III, the entrainment coefficient, CE, should
be determined before using the new entrainment model. In this sec-
tion, the influence of CE is investigated. The entrainment fraction,
which directly influences the amount of droplets, is used as a measure
to study the model coefficients. For this purpose, the entrainment frac-
tion is experimentally investigated before a comparison is drawn to the
simulation results.

1. Entrainment fraction from the experiment

The entrainment fraction is defined as the ratio of droplet mass
flow rate to the total liquid mass flow rate. This parameter quantifies
the amount of dispersed droplets, which are transferred from the con-
tinuous film to the dispersed phase. As the droplet entrainment frac-
tion cannot be measured directly in the experiment, this quantity is
estimated via correlations from the literature.

Some works have shown that the entrainment behavior is
influenced by the entrance effects close to the inlet section,38,50 so
that there are two regions for entrainment fraction. The first region
is called developing entrainment region, which is close to the flow
entrance. In this area, the annular flow is not fully developed, and
the entrainment fraction is not a constant value. Furthermore, in a
certain distance downstream from the inlet, the so-called fully
developed entrainment region is found. Here, the entrainment
fraction remains constant because entrainment and deposition
mechanisms reach an equilibrium state. A large number of correla-
tions can be found in the literature to estimate the entrainment
fraction in the developing entrainment region and the fully devel-
oped entrainment region. For the developing entrainment region,
Kataoka et al.34 related the entrainment fraction to the axial dis-
tance, z, from the inlet, by

Ez ¼ 1� expð�1:87� 10�5n2Þ
	 


E; (26)

where E is the entrainment fraction in the fully developed region, and
n is the dimensionless distance calculated according as

n ¼ z Re0:5l
DWe0:25g

: (27)

Here, Weg is the Weber number of the gas phase, and Rel is the
Reynolds number of the liquid phase.

The transition from the developing entrainment region to the
fully developed entrainment region is located at a so-called critical dis-
tance zcri. According to Kataoka et al.’s work,34 this quantity is calcu-
lated with the following equation:

zcri ¼
440DWe0:25g

Re0:5l
: (28)

For the fully developed region, Aliyu et al.51 established a correla-
tion to estimate the entrainment fraction in various flow conditions
and pipe sizes,

E ¼ v
1þ v

; (29)

with

v ¼
0:01We0:33 Re0:27l if usg > 40ms�1

1:25� 10�3 We0:15 Re0:20g Re0:23l otherwise:

(
(30)

With Eqs. (26)–(30), the entrainment fraction, Ez, along the
pipe axial direction, z, can be estimated. As shown in Fig. 8, the
critical distance of the transition is 1.92m, as plotted by the dotted
black line. Below the critical distance line, there is the developing
entrainment region. The entrainment fraction increases monotoni-
cally with increasing axial distance, z. When the z-axis coordinate
is close to the critical line, the growth gradient of the entrainment
fraction decreases. In the fully developed entrainment region, the
entrainment fraction is independent of the axial distance, z. These
characteristics will be used to compare the experimental data with
the simulation results.

2. Entrainment fraction from the simulation

To study the entrainment coefficient, CE, three simulations with
values of CE ¼ 0:01, 0.1, and 0.18 are carried out. Due to the entrain-
ment model, droplets are generated in the pipe flow. As shown in
Fig. 7, several sample sections are defined along the pipe axial direc-
tion, z. At each sample section, the entrainment fraction is calculated
as

E ¼ Wd

Wl
¼ Wd

Wf þWd
: (31)

The mass flow rate of droplets and liquid film are denotedWd andWf,
respectively. Both quantities are calculated according to the following
equation:

Wa ¼
X

ravaAc: (32)

FIG. 8. The entrainment fraction from the experiment and simulation with different
CE.
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In Fig. 8, the entrainment fraction is plotted along the axial coordinate,
z, for different entrainment coefficients, CE, together with the experi-
mental results.

It is evident that the entrainment fraction, Ez, decreases with the
reducing entrainment coefficient CE. When the entrainment coefficient
is decreased from 0.18 to 0.01, the magnitude of entrainment fraction
decreases from 0.1 to 0.01. For CE ¼ 0:01, the entrainment fraction is
relatively small, meaning that less liquid phase is transferred from the
liquid film to the droplet phase. For CE ¼ 0:18, the magnitude of the
entrainment fraction is close to the experimental results below the crit-
ical length, zcri.

However, when reaching the fully developed entrainment region,
the CFD results keep the increasing tendency, and it could be inferred
that the entrainment fraction would increase to unity if the pipe is long
enough. This is different from the experimental results in Sec. VA1,
where the entrainment fraction should be constant across the fully
developed region. This phenomenon could be explained by the droplet
deposition being ignored in current work, so that the generated drop-
lets cannot be transferred back to liquid film. It is reasonable to intro-
duce a deposition model to simulate annular flow. However, the goal
of the present work is to evaluate the newly proposed entrainment
model. An additional deposition model will increase complexity con-
sidering it is difficult to discriminate the simultaneous effects of
entrainment and deposition. Therefore, the deposition process might
be focus of future investigations. Overall, Fig. 8 shows that simulated
entrainment fraction with CE ¼ 0:18 is well predicted in the develop-
ing entrainment region when compared to the experimental results
from Sec. VA1, although the deposition is ignored. Hence, the
entrainment coefficient is fixed to CE ¼ 0:18.

Figure 9 shows the comparison between different entrainment
models that all exhibit monotonous growth of entrainment fraction
with axial distance. The entrainment fraction obtained with the model
of Okawa et al.30 is relatively small, while the values obtained with
H€ohne and H€ansch’s model35 are larger than the reference data for
z > 0:75m. In the developing entrainment region, i.e., z < 1:92m,
the new model performs well in accordance with the experimental
data compared to the correlations from the literature.

B. Qualitative results

1. Visualization of interfacial wave

In this section, the new model’s performance is assessed by com-
paring it with the experimental results. The entrainment process is
closely related to the interfacial waves as reported in the literature.
Hence, the qualitative analysis focuses on the interfacial waves.

In Fig. 10, the interfacial waves obtained with the MultiMorph
model are compared to the experimental results. It can be seen in
Fig. 10(a) that the liquid film is relatively wrinkled due to the occur-
rence of interfacial waves. Previous studies have shown that the interfa-
cial waves can be divided into two categories:52 the first category is
called ripple, which is characterized by high frequency and small
amplitude; the second one is called disturbance wave, which is charac-
terized by waves of larger size and higher amplitude. Figure 10(a)
shows a typical disturbance wave in the experiment, which can be dis-
crinimated by the dark-grey region. It can be seen that the axial size
of the disturbance wave is around 30mm. It should be noted that
Fig. 10(a) shows only an outside view of the pipe, while the inner struc-
ture of the interface is not directly visible. The numerical simulation
helps to gain more insight into the inner structure of the annular flow.

Using the MultiMorph model, the interfacial waves are directly
resolved on the computational grid. The benefit of the numerical
approach is that the dispersed droplets can be modeled as a separate
numerical phase. In Fig. 10(b), the simulation result in terms of liquid
film fraction is shown for the scenario of a typical disturbance wave. It
can be seen that the axial dimension of the modeled wave is around
40mm, which is similar to the experimental observation. It is clear
that the shape of the interfacial wave agrees with the streamlines of the
velocity of the gas core. Specifically, the wave exhibits the rolling ten-
dency in the upward direction with a sharp tip, which is caused by the
high shear effect from the gas core. Figure 10(c) shows the droplet frac-
tion around the disturbance wave. The majority of the droplets is
observed at the tip of the large wave, where they are mainly generated.
The droplets, just like the disturbance waves, tend to move upward.
Overall, the results presented in Fig. 10 demonstrate that wave struc-
tures and droplet generation are captured sufficiently well with the
new entrainment model.

2. Development of the interfacial waves

In this section, the evolution of interfacial waves and droplets is
analyzed. Figure 11 shows the axial development of the interfacial wave
along the pipe. In the range of 0D–3D, the liquid film is shown near the
pipe inlet. Here, the film is relatively smooth without large waves.
Further downstream, in the range of 10D–13D, there are several waves
with small amplitude. From that follows that the interfacial wave is
developing between 10D and 13D. Between z ¼ 40D and 43D, distur-
bance waves with large size and amplitude are observed. This is in line
with observations reported in the literature by Alekseenko et al.53

Figure 12 shows the evolution of a single disturbance wave over
time, which exhibits the deformation process of the large wave. In
Fig. 12(a), the interfacial wave has a smooth shape. Subsequently, with
progressing time, the wave travels downstream and becomes gradually
deformed. As presented in Figs. 12(b)–12(d), the wave tip stretches in
the downstream direction, while moving in the same direction.
Especially in Figs. 12(e) and 12(f), the wave is highly deformed with
the tendency to shear off.FIG. 9. Entrainment fraction from different models.
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3. Generation of the droplets

The droplet fractions during the wave development process are
plotted in Fig. 13. Initially, the droplets distribute almost uniformly on
the top of the wave, as shown in Fig. 13(a). With progressing time,
with the disturbance wave getting highly deformed, the droplet frac-
tion on the tip of the wave front increases significantly, which can be
observed in Figs. 13(b)–13(d). With subsequent upward movement of
the wave, as presented in Figs. 13(e) and 13(f), the generated droplets
are entrained by the gas flow and move to the pipe center. In order to
assess the location of entrainment, Fig. 14 presents the distribution of
the entrainment rate. During the wave development process, the larg-
est entrainment is always observed on the top of the wave. When the
wave is highly deformed by the shear force of the gas flow, the location
of highest entrainment rate shifts to the wave front.

Overall, Figs. 13 and 14 show that the generation of droplets is
closely related to the disturbance wave, and the maximum entrainment
rate is at the crest of the wave. The highest rate of droplet entrainment
into the gas flow is observed, when the wave is highly deformed. That
is plausible as in shear flow, a wave undergoes a strong deformation
before droplets will be sheared off.

4. Comparison of interface behavior among different
models

Figure 15 shows snapshots of distributions of droplet phase
fraction and entrainment rate from the three models. The main dif-
ference is observed in the distribution of the entrainment rate and,
hence, of the droplets themselves. With the new model, the drop-
lets are mainly generated at the front of the deformed wave, which

FIG. 10. Comparison of interfacial wave between experiment and CFD simulation. Here, (a) shows the snapshot from the camera, while (b) and (c) show the simulated liquid
film fraction and droplet fraction, respectively, together with the velocity streamlines in the gas core. The white line marks the iso-line, where the liquid film phase fraction equals
0.5, representing the gas–liquid interface.
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corresponds to the shear-off effect. However, the droplets in
Okawa et al.30 model are generated uniformly at the whole inter-
face, which is independent of the interface shape. Obviously, this is
inconsistent with the physical understanding of the entrainment
mechanism. In H€ohne and H€ansch’s model,35 the entrainment not

only takes place on the wave tip, but also on the top and the front-
bottom of the wave. This could be explained by the turbulent
kinetic energy, which is significantly large in these locations.

C. Quantitative results

In this section, quantitative comparison between the simulation
and experiment is carried out to evaluate the performance of the pro-
posed entrainment model. The experimental data are from the electri-
cal resistance tomography, which is settled at the location of 3m. This

FIG. 11. Axial development of the interfacial wave.

FIG. 12. Development of the interfacial wave.

FIG. 13. Generation process of the droplets.

FIG. 14. Visualization of the entrainment rate.
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position belongs to the fully developed entrainment region. However,
as aforementioned, the simulation in this work ignores the droplet
deposition, so that using the data in the fully developed region from
the simulation could be questionable. A compromise is to use a section
that can reflect the fully entrainment feature and minimize the effect of
droplet deposition. With this in mind, the following discussion uses
the quantitative results from the sample section of z ¼ 2:0m, which is
close to the beginning of the fully developed entrainment region.

Figure 16(a) shows the temporal evolution of the liquid film frac-
tion, which is calculated by the cross-sectional integral of the liquid
film fraction, rl. Both the experimental data and the simulation result
exhibit oscillatory behavior, and each peak represents an interfacial
wave passing the cross section of data acquisition. The order of magni-
tude of the liquid film fraction oscillations observed in the simulation
is comparable to the experimental ones. At the same time, the simu-
lated wave frequency seems to be significantly higher than the mea-
sured one. Figures 16(b) and 16(c) compare the time series of film
fraction from different entrainment models. It can be seen that the
simulated results from the new model and the correlations of Okawa
et al.30 and H€ohne and H€ansch35 show similar magnitude and oscilla-
tion amplitude.

In order to further investigate the liquid film fraction, statistical
quantities of the time series data from Fig. 16 are calculated, and the
results are temporally averaged between 1 and 4 s. For that purpose,
the time-averaged value (AVE) of the time series as well as the stan-
dard deviation (STD) are graphically presented in Fig. 17. The results
show that the void fraction obtained with the new model is slightly
larger than the experimental data, while the estimation of Okawa
et al.’s30 model reveals a larger liquid film fraction compared to the
experiment. A consequence is that less droplets are estimated by
Okawa et al.’s30 model. The void fraction of H€ohne and H€ansch’s
model35 is slightly lower than observed in the experimental data,
denoting that a higher rate of droplet formation is predicted by their
model. The standard deviation implies the oscillation amplitude of the
liquid film fraction, and Fig. 17 shows that it is slightly larger in the
new model and Okawa et al.’s30 model compared to the experimental
value, while the STD in H€ohne and H€ansch’s model is smaller.
Overall, this justifies the conclusion that the amplitudes of oscillations
from simulations and experiment are comparable.

The probability density function (PDF) of the liquid film fraction
is another parameter characterizing annular flow. As shown in Fig. 18,
all models results in a single peak. The peak of the curve obtained with
Okawa et al.’s30 model is shifted toward larger film fractions compared
with the experimental data. The peak of the PDF of liquid film fraction
obtained with H€ohne and H€ansch’s model35 is significantly more pro-
nounced than observed in the experiment. The new model’s PDF
curve has almost similar peak position and curve shape compared with
the experimental curve, so that the new model agrees well with the
experimental data and outperforms Okawa et al.30 and H€ohne and
H€ansch’s35 models in this regard. This can be explained by shear-off
effect as the underlying mechanism of the proposed model being con-
sistent with the physical entrainment behavior in annular flow. One
discrepancy between the simulation and experiment is that the experi-
mental PDF curve is smoother than the simulated one, which could be
caused by an insufficient number of data points and averaging time
period in the CFD simulations carried out.

To compare the liquid fraction’s characteristic in the frequency
domain, fast Fourier transform is used to calculate the power spectral
density (PSD), as shown in Fig. 19. It is clear that the PSD curves from
the experiment and the three models exhibit similar lognormal distri-
bution in frequency space. However, the PSD curve obtained from the
three models is shifted toward higher frequencies compared with the
experiment. This implies that the characteristic, i.e., maximum, fre-
quency obtained from simulation (around 20Hz) is multiple times
higher than observed in the experiment (around 4Hz). This is consis-
tent with the observation in Fig. 16, where more frequent peaks are
observed in the temporal evolution of the liquid film fraction from the
simulation than in the experiment. This could be explained by the
interface not being fully resolved in this work, so that the specific wave
parameter is not matched on the computational grid. Fully resolving
the interface is out of the scope of this work because of extensive
requirements of computational resources and might be in the focus of
future investigations.

VI. CONCLUSIONS

In order to model the annular flow with the morphology-
adaptive multifield two-fluid model MultiMorph, a new droplet
entrainment model is proposed, which predicts the mass transfer rate

FIG. 15. Comparisons of liquid film fraction, droplet fraction, and entrainment rate from different models.

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 35, 103312 (2023); doi: 10.1063/5.0169288 35, 103312-12

Published under an exclusive license by AIP Publishing

 08 April 2024 03:17:13

pubs.aip.org/aip/phf


from continuous liquid film to dispersed droplets. The new entrain-
ment model is developed having the roll wave mechanism in mind, so
that local shear dominates the entrainment process. In contrast to pre-
vious entrainment models, the proposed model is based on local
parameters in the flow field, which makes it suitable to be applied in
CFD codes. The model was implemented into the MultiMorph
model26,54 to simulate the three structures in annular flow in a com-
mon computational domain. Each structure is represented as a

separate numerical phase: continuous liquid film, continuous gas core,
and disperse droplets, where the droplets are generated from the liquid
by the proposed model. The simulation results were compared against
laboratory experiments and correlations from the literature.

The droplet entrainment rate obtained with the new model com-
pares well with the experiment in the developing entrainment region.
Qualitative results show that the proposed entrainment model can pre-
dict the interfacial wave and the generation of droplets well.

FIG. 16. Comparisons of time series of liquid film fraction.

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 35, 103312 (2023); doi: 10.1063/5.0169288 35, 103312-13

Published under an exclusive license by AIP Publishing

 08 April 2024 03:17:13

pubs.aip.org/aip/phf


The interfacial wave is generated gradually, from the pipe inlet to large
scale waves further downstream, where the shear-off effect is observed.
The droplets are generated from the interfacial waves, with the entrain-
ment located mainly at the front tip of the wave. Quantitative results
for the liquid film fraction time series data show that the statistical
parameters of average value, standard deviation, probability density
function, and power spectral density are similar to the experimental
data. However, the frequency of the interfacial wave from the simula-
tion is higher than the experiment. Finally, the performance of the pro-
posed model is compared to existing models. The new model exhibits
good performance because the generation of the droplets and the
droplet fraction from the new model better matches the physical
understanding and experimental data compared to the correlations
from the literature.

Future work is required to improve the modeling of annular flow
further. Currently, there is a lack of a reliable deposition model that
simulate the mass transfer from droplets to liquid film. To model this
effect in combination with the proposed entrainment model would be
the next logical step. Is of particular interest that the combined applica-
tion of deposition and entrainment models results in a realistic
equilibrium.
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FIG. 17. Comparisons of AVE and STD from different models.

FIG. 18. Comparison of PDF of liquid film fraction predicted by the different entrain-
ment models.30,35

FIG. 19. Comparisons of PSD curves from different models.
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NOMENCLATURE

A Interface indicator field
aI Interfacial area density
Af Cell face area
CE Constant dimensionless parameter in the new entrain-

ment model
CD Drag coefficient
d Droplet diameter
D Diameter of the pipe
E Entrainment fraction
F Closure force
F1 Coefficient of the turbulence model
g Gravitational acceleration
H Height of the domain
I Turbulent intensity
k Turbulent kinetic energy
La Capillary length
La Capillary length scale
M Momentum source term
_md Droplet entrainment rate (area-specific)
N Number of cells
P Pressure
~Pa Turbulent kinetic energy production term
r Volume fraction
t Time
T Effective stress tensor
U Characteristic velocity
v Velocity

vþ Velocity close to the interface
vab;slip Slip velocity, va � vb

W Mass flow rate
z cri Critical length of fully developed entrainment

AVE Average value
PDF Probability density function
PSD Power spectral density
Re Reynolds number

STD Standard deviation
WeI Interfacial Weber number

b Coefficient of the k–x SST turbulence model
Cd Droplet entrainment rate (volume-specific)
C Source term of mass transfer (volume-specific)
c Coefficient of the k–x SST turbulence model
Df Neighbor cell distance
Dt Time step size
d Thickness of the water inlet
da Damping length scale
j Interface curvature
l Dynamic molecular viscosity
lT Eddy viscosity
n Dimensionless distance
� Kinematic viscosity
q Density

qab Phase-weighted density, ðaqa þ bqbÞ=ðaþ bÞ
r Surface tension coefficient

rx2 Coefficient of the k–x SST turbulence model
rx Coefficient of the k–x SST turbulence model
v Dimensionless parameter used to calculate entrainment

fraction
x Specific dissipation

b:cf Cell face interpolation
jjrrljj Interfacial area density of continuous liquid interface

ð:Þd Related to droplet phase
ð:Þg Related to gas phase
ð:Þl Related to liquid phase
ð:Þgl Related to gas and liquid film
ð:Þsl Superficial liquid velocity
ð:Þsg Superficial gas velocity

ð:Þin; ð:Þin Related to inlet condition
ð:Þa; ð:Þb Phase indices

ð:Þ0 Modified quantity
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